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and it is raising new questions about fundamental issues – 
the role of government, freedom of choice, paternalism, and 
human welfare. In diverse nations, public officials are using 
behavioral findings to combat serious problems – poverty, 
air pollution, highway safety, COVID-19, discrimination, 
employment, climate change, and occupational health. 
Exploring theory and practice, this Element attempts to provide 
one-stop shopping for those who are new to the area and for 
those who are familiar with it. With reference to nudges, taxes, 
mandates, and bans, it offers concrete examples of behaviorally 
informed policies. It also engages the fundamental questions, 
including the proper analysis of human welfare in light of 
behavioral findings. It offers a plea for respecting freedom of 
choice – so long as people’s choices are adequately informed 
and free from behavioral biases.
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1 Introduction

The topic of this Element is human welfare and how to improve it. To explore

that topic, it will be necessary to say something about freedom, choice, ration-

ality, deprivation, and what makes for a good life. To do that, we must explore

both theory and practice.

Behavioral science emphasizes how human beings depart from perfect

rationality. The pertinent findings bear on pandemics, highway safety, immi-

gration, poverty, climate change, discrimination, criminal behavior, employ-

ment, education, human rights, the rule of law, and much more. Armed with an

understanding of how human beings actually behave, we can have a better sense

of how to solve concrete problems. In many nations, this practice has gotten

better. The list of nations that have used behavioral findings productively

includes New Zealand, Australia, Germany, Qatar, Lebanon, Denmark, India,

the United Kingdom, the Netherlands, Sweden, and the United States. In those

nations, and many others, the practice will get better still. International organ-

izations are also using behavioral science; a great deal of work is being done at

the United Nations, the World Bank, and the World Health Organization.

At the same time, behavioral findings raise fresh questions about the rela-

tionship between people’s choices and their welfare. How shall we answer those

questions? That is one of my preoccupations here.

Spurred by the pathbreaking work of psychologists Daniel Kahneman and

Amos Tversky, and then by economist Richard Thaler, behavioral economics

has had a massive impact not only on academic research but also on private and

public institutions of diverse kinds. Hospitals are enlisting behavioral insights to

save lives and money; they are applying those insights to help not only patients

but also doctors and nurses. Companies, both large and small, are using

behavioral insights to gain customers and to do better by them. Colleges and

universities are using behavioral economics to help students to do better (and to

stay in school). Governments are using behavioral insights to address a wide

assortment of problems. Social media companies, including Facebook and

Twitter, are using behavioral insights for good (and sometimes for not-so-

good). The list of applications is very long.

My main goal here is to provide one-stop shopping, via the following: (1) an

introduction, above all for those interested in public policy, to the key behav-

ioral findings; (2) a sense of what governments are doing (with particular

emphasis on the United States, the nation that I know best, with the belief that

the lessons are far more general); and (3) an exploration of the relationship

between behavioral economics and human welfare. Much of the treatment will,

I hope, be suitable for those who are new to the subject, or who want to know

1Behavioral Science and Public Policy
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what all the shouting is about – or how behavioral insights might be enlisted in

the coming years.

At the same time, those insights have spurred some important and unresolved

debates about how to think about choice, freedom, and the role of the state. Such

debates have been with us for a very long time (Aristotle, who appears in these

pages, had many relevant things to say), but new findings raise fresh questions

about fundamental matters. I aim to provide an organizing framework for

thinking about the legitimate functions of government, the place of freedom

of choice, and the vexed question of paternalism. As we shall see, there is a lot

for government to do – and a lot for it not to do.

A note on terminology before we begin: The term “behavioral science”

usually refers to three overlapping fields – cognitive psychology, social psych-

ology, and behavioral economics. Cognitive psychology explores how the

human mind works. How do people decide whether a risk is high or low, and

whether we should do anything about it? Social psychology explores the effects

of social interactions. How do group interactions affect people’s assessment of

whether a risk is high or low, and whether it makes sense to try to take

precautions against it? Behavioral economics engages in economic analysis

with an understanding of how human beings actually behave. Howmight biased

assessments of risks explain the movements of stock prices? Howmight limited

attention account for the terms we observe in mortgages, school loans, and

contracts between credit card companies and their customers?

The term “behavioral insights,” often used in government circles, refers to

behavioral findings from all of these fields. The term “behavioral welfare

economics” refers to efforts to analyze human welfare in light of behavioral

findings; it is one of my main topics here.

The term “welfare” has diverse meanings in diverse fields, and we will

encounter what seem to be the principal alternatives here. In my preferred

understanding, the term refers to the kinds of lives that people live; people

have more welfare if they live better lives. “Welfare” includes howmuch people

enjoy their days, how much they suffer, and to what extent they feel that their

lives are meaningful and worthwhile. This conception of welfare is associated

with the thinking of Jeremy Bentham and John Stuart Mill; with Mill, and

against Bentham, I mean to understand the idea as going beyond pleasures and

pains (though they certainly matter). But this is not a work of philosophy, and it

will be sufficient, for my purposes, to show that people’s choices often decrease

their welfare; that allocative efficiency, as understood in economics, is not

equivalent to welfare, as it ought to be understood, even within economics;

and that a broader understanding, focused on the kinds of lives that people live,

will lead both theory and practice in productive directions.

2 Public Economics
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2 The Behavioral Revolution

Many people have been interested in increasing consumers’ use of “green

energy” – energy sources that do not significantly contribute to air pollution,

climate change, or other environmental problems. Green energy sources, such

as solar and wind, are available in numerous places, but in some nations

relatively few people have chosen them even when it is fairly easy to do so.

This is true notwithstanding the fact that in response to survey questions, many

people insist that they would choose green energy.

In Germany, as in most nations, the use of green energy sources was very low

for a considerable time. But even in a period of low use, in the 1990s and early

2000s, two communities in Germany did show strikingly high levels of green

energy use – in one period, well over 90 percent. This was a dramatic contrast to

the level of participation in green energy programs in most other cities in

Germany, which in the same period was minuscule (around 1 percent). What

is the reason for the difference? The answer is simple: in those two communi-

ties, people were automatically enrolled in green energy programs and they had

to opt out (Pichert and Katsikopoulos, 2008).

All over the world, influential people in government and the private sector are

becoming increasingly aware of the power of default rules. In part as a result,

automatic enrollment in green energy is now widespread in Germany. All over

the country, consumers are not opting out (Kaiser et al., 2020). The environ-

mental benefits are significant. For those who are concerned about air pollution,

climate change, and related problems, a new policy tool is on the agenda, and it

is highly effective (Ebeling and Lotz, 2015): automatically enroll people in

green energy, and let them opt out if they prefer.

Decades of work in behavioral science have shown that human beings are not

perfectly rational (Pohl, 2016). Human beings tend to show “present bias”:

today and tomorrow really matter, but the future is a foreign country, Laterland,

which we cannot be sure that we will ever visit. People may suffer from

“internalities” (Farhi and Gabaix, 2020); they might impose costs on their future

selves (as, for example, by smoking or by failing to protect their health). We are

“loss averse”; a loss from the status quomakes us sadder than an equivalent gain

makes us happy. A small fee for using a plastic bag at a convenience store may

have a considerable impact in reducing the use of plastic bags (Homonoff,

2018).

On average, people tend to be unrealistically optimistic. In many ways, this is

good, but it can make us unwilling to take precautions – for example, against

dangers to our health. (In extreme cases, unrealistic optimism can fuel

a pandemic.) We are not always good at assessing risks. Inertia greatly matters;

3Behavioral Science and Public Policy
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if we are automatically enrolled in a plan of some kind, participation rates will

be far higher than if we have to opt in, even if the costs of opting in are

exceedingly low. The power of inertia helps account for the effects of automatic

enrollment in green energy.

All of these findings matter to public policy, and in recent decades, govern-

ments have taken notice of them. They have used behavioral insights to combat

poverty, to promote public health, to reduce highway deaths, to respond to the

COVID-19 pandemic, to fight discrimination on the basis of race and sex, and to

reduce the risks associated with air pollution and climate change. Prominent

practitioners of behavioral science can be found in governments all over the

world, including the United Kingdom, the United States, the Netherlands,

Canada, India, Ireland, Germany, Australia, Sweden, Brazil, India, Qatar,

Saudi Arabia, the United Arab Emirates, and New Zealand. They can also be

found in international organizations, including the World Bank, the World

Health Organization, and the United Nations, all of which have made meaning-

ful use of behavioral findings.

Nudges and Well Beyond Nudges

Return for a moment to the example of green energy defaults in Germany. If

a green default rule is in place, people are being nudged (Thaler and Sunstein,

2008). A nudge is defined as an intervention, from either private or public

institutions, that affects people’s behavior while fully maintaining their freedom

of choice. A GPS device is a canonical example. It tells you what route to take

and thus helps you get where you want to go – but you specify the destination,

and you can reject its advice and take your own route if you prefer. A default

rule is a nudge, so long as you can easily opt out. The same is true of warnings

and disclosure of information.

Other nudges include reminders, simplification of forms, increases or

decreases in portion sizes, choice of colors for products, and decisions

about the order in which items are placed on a website, ballot, or menu, or

in a cafeteria. Some institutions, including some governments, emphasize

social norms or widespread social practices; they are nudging. The response

to the COVID-19 pandemic of 2020 included a great deal of nudging – for

example, in New Zealand, Australia, and India. In the United States, the

Credit Card Accountability Responsibility and Disclosure Act of 2009 con-

tains an assortment of nudges, involving disclosure and default rules, as well

as behaviorally informed mandates and bans. In India, the ambitious effort to

improve public health by eliminating open defecation has included a large

number of nudges, informed by behavioral economics.

4 Public Economics

terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781108973144
Downloaded from https://www.cambridge.org/core. IP address: 109.252.101.170, on 07 Nov 2020 at 11:03:48, subject to the Cambridge Core

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781108973144
https://www.cambridge.org/core


Some nudges, such as disclosure of information, are educative. Other nudges

are not educative; they change the architecture (such as default rules, or placing

healthy foods in a more prominent place in grocery stores). Some nudges, like

green energy defaults, are principally designed to prevent harm that choosers

might inflict on others. Other nudges, like reminders that bills are due or

automatic enrollment in pension plans, are principally designed to prevent

harm that choosers might inflict on themselves.

It is important to emphasize that nudges are just one tool in the behavioral

toolbox. Behavioral insights can also support the use of more coercive

approaches, such as taxes (including those on cigarettes and sugar-sweetened

sodas). Behavioral insights can also support the use of subsidies (such as for

antismoking campaigns and for electric cars). Mandates and bans might have

a behavioral justification. If people are required to buckle their seat belts, wear

motorcycle helmets, or save for retirement, or if a nation imposes fuel-economy

or energy-efficiency requirements, it might be because of an understanding of

people’s imperfect choices, stemming from unrealistic optimism, limited atten-

tion, or present bias. This is so even if we are judging people’s welfare by

reference to their own commitments and values (Le Grand and New, 2015). As

noted, governments might attempt to improve people’s welfare by protecting

their future selves (the case of “internalities”).

Much of the time, nudges are complements to mandates and bans, rather than

substitutes. People might be prohibited from engaging in certain acts but also

nudged to comply with the law. A fuel-economy mandate might be accompan-

ied by fuel economy labels, encouraging people to buy the most fuel-efficient

cars. During the COVID-19 pandemic of 2020, many governments mandated

certain actions (such as wearing masks in public places) but also nudged people

to do as the mandate required. Some antismoking policies are bans (such as the

prohibition of smoking in public places), but others are nudges (such as graphic

warnings, directly informed by behavioral economics).

I will return to the uses of coercion in due course. Eschewing coercion,

nudges count as libertarian paternalism, an admittedly unlovely term that is

no oxymoron. They are libertarian because they preserve freedom of choice.

They are paternalistic insofar as they reflect a judgment, by those who select

them, about what would promote the welfare of the people whom they affect –

with welfare (again, and importantly!) defined by those people themselves

(Le Grand and New, 2015; Sunstein, 2014). A GPS device helps people get

where they want to go. If people want to go to a street in London, it does not

direct them to a street in Oxford instead. It remains true that some of the most

important behaviorally informed policies are mandates and bans, but because

they preserve freedom of choice, nudges have important advantages.

5Behavioral Science and Public Policy
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By definition, nudges do not include criminal penalties, civil penalties,

taxes, or subsidies. However, it should be immediately apparent that the idea

of “maintaining freedom of choice” is ambiguous. A small fine or subsidy

does not eliminate freedom; people can pay the fine or forgo the subsidy. In

this light, it is more precise to define a nudge as an initiative that affects

people’s behavior without imposing significant material burdens or offering

significant material benefits. As an economic incentive approaches zero, it

starts to look more like a nudge. A tiny subsidy is an economic incentive, but

it might reasonably be admitted to the family of nudges. It is also true that

nudges can impose significant psychological or other nonmaterial costs;

consider graphic health warnings or nutritional labels, which might make

people scared or sad. A full accounting of the costs and benefits of nudges,

and of their effects on people’s welfare, should include those emotional costs

(Sunstein, 2020).

Some people have an aversion to nudges, and we will discuss their objections

in due course. But it is important to see that a certain amount of nudging is

inevitable, because people’s decisions are made against a background estab-

lished by a society’s choice architecture. Just as a building cannot lack an

architecture, so a society cannot lack a choice architecture. A cafeteria has to

have some kind of order for its items (cake first, or fish first, or vegetables first?).

No grocery store, coffee shop, computer store, or rental car store can avoid

creating an architecture that will influence people’s choices. A website has an

architecture too, and its display will influence what people select. Facebook,

Instagram, Twitter, and YouTube are well-aware of this fact. They are alert to

behavioral economics, they use behavioral insights, and they do plenty of

nudging.

Whenever a product comes in a color or shape, and whenever there is music

or instead silence, people’s choices may well be affected. Any disclosure policy

has to be framed in some way (does it emphasize potential losses or potential

gains?), and the frame will influence decisions. Doctors and lawyers frame

options, and hence they nudge. Whenever a default rule is in place – and it is

usually hard to operate without default rules – nudging is involved. (To be sure,

active choosing, an important kind of choice architecture, might dispense with

default rules.)

The good news is that once we appreciate the power of nudging, we will see

that inexpensive and seemingly modest initiatives can have large and highly

beneficial effects in areas that include health, medical care, smoking, energy,

education, the environment, savings, and much more (Benartzi et al., 2017).

A central goal is to supplement the conventional set of policy instruments by

identifying new tools (Thaler and Sunstein, 2008; Johnson and Goldstein, 2013;

6 Public Economics
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Chetty et al., 2014). In addition to the energy use example with which I began,

consider just a few illustrations:

• Automatic enrollment in retirement plans has been found to have a larger

impact on savings than significant tax incentives (Chetty et al., 2014).

• Efforts to simplify federal financial aid forms have been found to have the

same effect on college attendance as a several-thousand-dollar increase in the

level of the subsidy (Bettinger et al., 2009).

• A social norms approach to energy conservation, informing people of how

their energy use compares to that of their neighbors, has had the same impact

in reducing energy use as an 8–20 percent short-term increase in the price of

electricity (Allcott, 2011b).

• A simple change in the default rule for printing, from single-sided to double-

sided, has been projected to have a far more substantial effect in reducing

total paper usage than a 10 percent tax on such usage (Sunstein and Reisch,

2014), which means that indifference can make the world greener (Egebark

and Ekstrom, 2016).

There are many other examples. As noted previously, behavioral insights

have helped spur the use of taxes, subsidies, mandates, and bans. Soda taxes and

cigarette taxes are an especially interesting example; one of the goals here is to

protect people from their own mistakes.

Humans and Econs

The argument for nudging, or for other uses of behavioral economics in policy,

can depend on a simple lack of information. If people do not know how to get

where they want to go, a nudge might help. But the argument is also fortified by

decades of evidence, specifying how people’s judgments go wrong. Behavioral

scientists, most prominently Daniel Kahneman in his masterful book on the

topic, have distinguished between two families of cognitive operations in the

human mind: fast and slow (Kahneman, 2011). Fast thinking, often called

System 1, is rapid, automatic, emotional, and intuitive. Slow thinking, often

called System 2, is slow, calculative, and deliberative. In many situations,

System 1 does not err. But if we want to know what to do in unfamiliar or

complex situations, System 1 may be unreliable. If it is working well, System 2

is a terrific safeguard. The label “Econs” has been used for those who act in

accordance with System 2. Those who are influenced by System 1 count as

“Humans” (Thaler and Sunstein, 2008).

Many behavioral findings can be organized with this framework. Because of

the power of System 1, humans can be myopic and impulsive, giving undue

7Behavioral Science and Public Policy

terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781108973144
Downloaded from https://www.cambridge.org/core. IP address: 109.252.101.170, on 07 Nov 2020 at 11:03:48, subject to the Cambridge Core

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781108973144
https://www.cambridge.org/core


weight to the short-term (perhaps by smoking, perhaps by texting while driving,

perhaps by refusing to wear a mask during a pandemic, perhaps by eating too

much; Laibson, 1997). Humans procrastinate and sometimes suffer as a result

(O’Donoghue and Rabin, 2001; Thaler and Benartzi, 2004). They can be

unrealistically optimistic and for that reason make unfortunate and even dan-

gerous choices (Sharot, 2011). What is salient greatly matters (Bordalo et al.,

2012a; Bordalo et al., 2012b).

People’s ignorance of “shrouded attributes” (such as late fees or overuse

charges) often stems from limited attention (Gabaix and Laibson, 2006). If an

important feature of a situation, an activity, or a product lacks salience, people

might ignore it, possibly to their advantage (perhaps because it is in the other

room, and fattening) and possibly to their detriment (if it could save them

money or extend their lives). Importantly, Humans make “affective forecasting

errors”: they predict that activities or products will have certain beneficial or

adverse effects on their own well-being, but those predictions turn out to be

wrong (Dunn et al., 2011; Gilbert, Pinel, et al., 1998). (I will return to this point

in Section 3.)

Humans also use well-known heuristics, or mental shortcuts, in assessing

risks, and even though they generally work well, those heuristics can lead in the

wrong directions. For example, people err because they use the availability

heuristic to answer difficult questions about probability. How likely is a terrorist

attack, a hurricane, a traffic jam, an accident from a nuclear power plant, a case

of venereal disease, a pandemic? When people use the availability heuristic,

they answer a question of probability by asking whether examples come readily

to mind. They are not exactly irrational to do so, but as a result, they can make

serious errors. They can be too fearful – or too complacent.

3 Do Our Choices Make Us Happy?

Many of us assume that people’s choices generally make them happy, or at least

make their lives go better by their own lights. If people choose hamburgers

rather than hotdogs, it is probably because they like hamburgers more than

hotdogs. And if they choose veggie burgers instead, it is either because they

prefer the taste of veggie burgers or because they have moral qualms about

eating animals. It is tempting to believe that people’s choices provide excellent

evidence of what will promote their welfare – including, as part of their welfare,

all of their concerns. Much of the time, the belief is right. But some of the time,

it is not.

The goal of this section is to explain that claim, with reference to the most

important behavioral findings. As we will see, some of those findings bear
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directly on what private institutions should be doing and also on the role of

government.

The starting point is that when making a choice at one time, people tend to

make predictions, or forecasts, about how they will feel about their choice at

some later time. Think of these as “welfare forecasts.” (I will occasionally use

words like “happy” and “happiness” here, but what really matters is welfare, not

happiness; as we will see in Section 7, people often choose options that make

their lives better, in terms of what matters to them, even if those options do not,

strictly speaking, make them “happier.”) Serious errors in welfare forecasting

can be demonstrated in several ways: by comparing people’s welfare forecasts

with direct measures of welfare, such as whether they are financially better off

(assuming that this is what matters to them, in context); by creating situations in

which people’s choices lead to lower levels of subjective well-being and

demonstrably worse experiences, by their own lights, when those too are what

they care about; and by showing that people’s welfare forecasts are influenced

by factors that are clearly irrelevant on any account of what is relevant.

Consider the example of John Jones, a very hungry Human (he missed lunch)

doing his weekly shopping at a grocery store late one Monday afternoon.

Suppose that Jones’s current state of intense hunger leads him to buy an overly

large dinner portion to eat later in the week, on a day when he will eat his normal

lunch at the office. If so, Jones has made a forecasting error that has led to a bad

choice. Such forecasting errors can arise for a variety of reasons. Much welfare

forecasting is done by System 1 rather than System 2, and for that reason,

welfare forecasts are susceptible to the biases found in other intuitive

judgments.

Daniel Kahneman and Shane Frederick (2002) have argued that a process of

attribute substitution is involved in many of the heuristics that govern intuitive

thinking. The argument is relevant to theory and practice alike; it bears, for

example, on health, safety, and discrimination on the basis of race and sex.

When people confront a hard question, the answer to a related but easier

question will often come to mind first. People may adopt the accessible answer

as the desired one without ever becoming aware that the wrong question has

been answered. Consider the availability heuristic: people answer the question

of whether a risk is worth worrying over by asking whether they can think of

a situation in which the risk has come to fruition. The intuitive answer may go

terribly wrong.

Welfare forecasts suffer from similar problems. The choices of the shopper

who salivates at the sight of enticing food items may express his current hungry

state, rather than a dispassionate prediction of his appetite on Thursday evening.

If the circumstances differ between the time of choice and the time of
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experience, judgments and decisions that reflect the state at the time of choice

may well turn out to be biased and hence erroneous.

To be clear, the claim is not that people do not know what they like. They do

when the experience immediately follows the choice and when the experience is

familiar: we are rarely surprised by the taste of the second spoonful from a bowl

of soup. But people do not always know what they will like, and they are most

likely to err when the temporal gap is long and when the agent’s state and

circumstances vary between the time of choice and the time of experience.

Four areas of errors in welfare forecasting have been well-documented: (1)

when people try to forecast their future adjustment to new life circumstances;

(2) when the emotional or motivational state of the agent is very different at the

time of choice and the time of experience; (3) when the nature of the decision

focuses attention on aspects of the outcome that are not actually that important,

overall; and (4) when choices are made on the basis of flawed evaluations of

past experiences. How these findings bear on what governments should do is

a fair question. But if we are asking about the relationship between people’s

choices and their welfare, the findings offer significant cautionary notes. I draw

here in part on laboratory and experimental evidence, but the same findings

have been found in the field – that is, in actual life.

Mispredicting Adaptation

Often people must assess the effect of a long-term change in life circumstances.

Recall that social psychologists Daniel Gilbert and Timothy Wilson coined the

term “affective forecasting” to describe this mental activity (2000). Many of the

changes that people make in their lives are driven by the wish to improve their

happiness or reduce their unhappiness, or otherwise to improve their welfare,

and inevitably those changes are based on some ideas about the actual effects of

these circumstances. People have strong intuitions about the effects on their

well-being of being rich or poor, obese or athletic, old or young, healthy or sick.

People also forecast the happiness or misery of acquaintances who marry, of

couples who divorce, of professors who get tenure and others who do not, of

people who move from the Midwest to California, or others who move in the

opposite direction. These intuitions and forecasts may be relevant to decisions

about jobs, marriage, divorce, and moving to California. As Gilbert and Wilson

noted, mistakes of affective forecasting can cause bad choices, which they call

“miswanting” (Gilbert and Wilson, 2000).

The central result of many explorations of affective forecasting has been

described as a “focusing illusion,” which Kahneman has described with

a simple maxim: “Nothing in life matters quite as much as you think it does
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while you are thinking about it” (Schkade and Kahneman, 1998). In other

words, human beings show a powerful tendency to exaggerate the importance

of any aspect of life when they focus their attention on it. This bias is easily

explained. The task of evaluating the impact of a change in life circumstances

inevitably draws attention to the distinctive aspects of the change. For example,

thoughts about weather and climate are very likely to be salient in considering

a move to California, or in evaluating a proposition such as “people are happier

in California.” But this selective focus is likely to bias judgments. When you

focus on a particular aspect of a situation, you might neglect the possibility that

you will not so much focus on that aspect in the future.

Indeed, a focusing illusion has been found in an investigation of just this

question: Would you be happier if you lived in California? David Schkade and

Daniel Kahneman (1998) polled students at two large Midwest universities and

two large Southern California universities. The students were asked a series of

questions about life satisfaction, either about themselves or “a student with your

values and interests” at one of the other universities. Respondents in both

California and the Midwest believed that students in California would be

significantly happier, yet self-reported life satisfaction was virtually identical

in the two locations.

The explanation is straightforward: When asked to report on their well-being,

people normally focus on the central aspects of life, such as their health and their

relationships, and usually do not pay a lot of attention to the climate. When they

try to imagine the happiness of someone in a different location, however, the

dimensions on which the regions differ will loom large. Climate is therefore far

more important in affective forecasts than in actual well-being – hence the bias.

The focusing illusion helps resolve two central puzzles in the study of well-

being (Ubel et al., 2005). The first puzzle is that people often adapt surprisingly

well to important changes in their lives, even such dramatic changes as becom-

ing a paraplegic or winning the lottery. (But this is imperfect; in terms of life

satisfaction and subjective well-being, it is not good to become a paraplegic and

it is good to win the lottery. But the effects are not as large as people expect.)

These events may have large immediate effects on well-being or misery, but the

biggest effects tend to be short-lived; paraplegics are rarely miserable a year

after becoming paraplegic, and lottery winners are not especially happy a year

after winning the lottery.

The second puzzle is that the first should be surprising at all. Although

adaptation is ubiquitous, it is poorly represented in the naïve theory of well-

being from which affective forecasts are drawn. Unless they know

a paraplegic personally, for example, people make similar predictions of the

mood of a paraplegic, regardless of whether they were told that the individual
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had been paralyzed for only a month or for a whole year. The same insensi-

tivity to time is observed when respondents predict the mood of lottery

winners. Here again – unless they know a lottery winner personally – people

predict the same general level of euphoria for lottery winners, a month or

a year after the event.

Notably, the pattern of responses is quite different for people who have

personal knowledge of paraplegics (Schkade and Kahneman, 1998). Personal

knowledge is not a significant factor in predictions of the initial misery of

paraplegics – it is reasonable to suspect that these predictions are fairly accurate.

However, only the better-informed respondents know that the initial misery

would largely dissipate within a year of the event.

Withdrawal of attention is a main mechanism of adaptation to life changes

such as becoming a paraplegic, becoming suddenly wealthy, or getting married

(Ubel et al., 2005). Attention is normally associated with novelty. Thus the

newly paraplegic, lottery winner, and newlywed are almost continuously aware

of their state. But as the new state loses its novelty, it ceases to be the exclusive

focus of attention, and other aspects of life again evoke their varying hedonic

responses. Research indicates that paraplegics are in a fairly good mood more

than half the time as soon as one month after their crippling accident (ibid.).

Intuitive affective forecasts will miss this process of adaptation, unless they are

corrected by specific personal knowledge.

Gilbert and Wilson have conducted a systematic program of research on

biases of affective forecasting, in which they report several demonstrations of

duration bias, which is their label for people’s tendency to overestimate the

power of adaptation. In a typical study, Gilbert, Pinel, and their colleagues

(1998) interviewed current and former junior faculty members at the University

of Texas. The current assistant professors were asked a series of fourteen “life

satisfaction” questions (“In general, how happy are you these days?”) and then

were also asked about how happy they would be at various stages of their life in

the event that they were either given or denied tenure. Former assistant profes-

sors – some of whom had been promoted, others denied –were also polled about

their happiness. These were pooled into two groups: those whose tenure deci-

sion was within the past five years, and those for whom it had been from six to

ten years ago.

Current junior faculty members think that tenure will make them very happy

in the short run (the first five years) and somewhat less happy thereafter. They

also think that getting denied tenure will make them quite miserable during the

first five years, though they expect to be pretty well recovered after that.

However, actual reactions during the first five years after the tenure decision –

both favorable and unfavorable – were far milder than anticipated. Gilbert and
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his coauthors report similar biases in forecasts about the impact of success or

failure in other domains, from dating to the outcome of a political election or

a major sporting event. The conclusion from this body of research is that people

are systematically wrong in their expectations about the life circumstances that

will increase or decrease their happiness, which in turn implies that life choices

that people make in their pursuit of happiness are also likely to be wrong

(Wilson and Gilbert, 2003).

I have noted that happiness is not all that matters; people might sacrifice some

smiles for a sense of meaning. But in the cases under discussion, happiness is

a significant part of what matters to people, and they are mistaken about what

will or will not make them happy.

Our Biased Learning from the Past

Consumers’ choices often involve experiences they have already had, as in

visiting a restaurant with a familiar menu. When people decide on the basis of

personal memories, they will probably like what they choose. Choices from

a familiar menu do not yield many surprises. However, welfare forecasts that

are based on memories of past encounters will be biased if these memories

are themselves biased – and several sources of such biases have been

established.

No less than forecasts of the future, evaluations of the past are anchored on

the individual’s emotional state when the evaluation is made. In addition, our

overall evaluations of extended outcomes systematically overweight some parts

of the experience and underweight others. Biased evaluations of past episodes

have been documented in a series of early experiments in which participants

reported retrospective evaluations of experiences that varied in both the type of

experience and its duration – for example, pleasant or horrific films, annoyingly

loud sounds, and painful medical procedures (Schreiber and Kahneman, 2000).

In most of these experiments, the participants also provided a continuous or

intermittent report of the quality of their current experience by using a joystick

or answering periodic questions.

One of the strongest findings of these experiments was that retrospective

evaluations of episodes were radically insensitive to the length of time subjects

were exposed to the stimulus. This is called duration neglect (Kahneman et al.,

1993). Essentially, people’s retrospective evaluations of both pleasant and

unpleasant experiences can be explained not by the length of time but by

a peak/end rule – a simple average of the quality of the experience at its most

extreme moment and at its end predicted retrospective evaluations with great

accuracy (ibid.).
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The peak/end rule violates an elementary principle of rational evaluation,

which asserts that increasing the duration of a painful episode makes things

worse, not better. By the peak/end rule, however, extending a period of pain can

improve its remembered welfare if the peak is unchanged and the new end is not

as bad as the original. To demonstrate this result, Kahneman and his colleagues

paid experimental participants to undergo three trials of an experience called the

cold-pressor, in which a hand is immersed to the wrist in painfully cold water

and kept there until the experimenter announces that it may be removed. The

first two trials were conducted as follows (Kahneman et al., 1993). In the short

trial, a hand was immersed in water at 14οC (57οF) for 60 seconds. (This may

not seem very cold, but think about going into the ocean off the coast of Maine

and you will get the idea.) In the long trial, the hand was also immersed at

14οC (57οF) for 60 seconds, and then over the next 30 seconds, the temperature

was gradually raised to 15οC. The two trials were separated by seven minutes,

and their order was varied across subjects.

The participants continuously indicated the intensity of the pain they experi-

enced, using a joystick. The mean of reported pain intensity in both conditions

was 8.4 on a scale of 0–14 after 60 seconds, which is when the short trial ended.

When the long trial ended, mean reported pain was only 5.8 – still somewhat

painful but a distinct improvement of the peak/end average.

Seven minutes after the second trial, each participant was asked to choose

which of the two experiences would be repeated for the third trial. Overall, 22 of

32 participants elected to repeat the long trial, which exposed them to 30

seconds of pain they could have avoided. The proportion of choices of the

long trial was 80 percent (17/21) among the participants who indicated dimin-

ishing pain during the last 30 seconds of that trial. The remaining 11 partici-

pants, who had indicated no change in pain, divided their choices about equally

between the long and the short trial. Both results are predicted by the peak/end

rule.

Similar behavior has been observed in other settings. For example, a clinical

trial of colonoscopy was conducted in which half the patients were randomly

exposed to a condition in which their colonoscopy was extended by keeping the

instrument stationary for about a minute before removing it (Redelmeier et al.,

2003). The extra period was uncomfortable but not very painful. Believe it or

not, this manipulation resulted in a big improvement in people’s retrospective

judgments of the pain of the procedure – and in an increase in the number of

repeat colonoscopies that people would be willing to undergo within the

subsequent five years.

In these experiments, people are not deliberately choosing to have more pain

rather than less. Indeed, they recognize that in principle, less pain is better than
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more, and they would conform to that principle if their attention were appropri-

ately directed. Not surprisingly, participants prefer the short cold-pressor trial

over the long one when the two trials are verbally described. It is when people

choose on the basis of their memories that they get in trouble – because their

preferences reflect the neglect of duration as a factor in the evaluation of past

episodes. We need far more evidence on the question of whether and when

people’s choices are mistaken because they are based on their memories. But

there is no doubt that such mistakes occur.

Our Current Emotional State

The case of John Jones, the hungry shopper, illustrates a proposition that has

been explored in numerous studies: people’s forecasts of how they will feel in the

future are greatly affected by how they feel in the present. The outcome has been

labeled a “projection bias” (Loewenstein et al., 2003), since people are projecting

their current mental state onto a future one. A fun (or is it alarming?) example is

the “hot-cold empathy gap” (Loewenstein, 2005). When aroused – by hunger,

sex, or anger – people mispredict how they will think and behave in a “cool”

state, and when cool, they mispredict the effects of being aroused. In both

situations, they underestimate the impact of a change from their current state.

The hungry shopper is not hypothetical. It is well established that shoppers

who are hungry tend to buy food as if they expected to remain permanently

famished (Nisbett and Kanouse, 1968), but shoppers who are given a muffin to

eat before entering the supermarket are more likely to restrict their shopping to

the items on their list (Gilbert, Gill et al., 1998). The effect is easily explained:

the attractiveness of food increases with current hunger. Of course, the delicacy

(or bag of potato chips) that appears irresistibly wonderful to the hungry

shopper may have lost much of its charm when it is consumed later. Similarly,

a study found that telephone catalog shoppers were overly influenced by the

current weather when shopping and prone to buy items they will not want later

(Colin et al., 2004). For example, warm clothes purchased on very cold days are

more likely to be subsequently returned.

The projection bias makes it more likely that people will not like what they

choose. And if people’s current state affects their decisions, they will make

related blunders as well. Consider the purchase of membership in health clubs.

The health benefits are the focus of attention at the time of purchase, but other

considerations are likely to be more salient when the question is whether to visit

the club on any given occasion. The failure to anticipate these shifts of salience

may contribute to many purchases of memberships by people who later make

little or no use of them (DellaVigna and Malmendier, 2006).

15Behavioral Science and Public Policy

terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781108973144
Downloaded from https://www.cambridge.org/core. IP address: 109.252.101.170, on 07 Nov 2020 at 11:03:48, subject to the Cambridge Core

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781108973144
https://www.cambridge.org/core


More generally, some virtuous choices that people make may involve a lack

of sufficient empathy for the future self who will have to live with the choice –

and who will decline to do so. In an elegant demonstration of this phenomenon,

Daniel Read and his colleagues (1999) provided people with coupons that

allowed them free rental of several films. Films of two types were available:

some were edifying or “highbrow” (like Schindler’s List) while others were

lowbrow and fun (Sleepless in Seattle). The films were to be available either for

the same evening or for the next day. People tended to select lowbrow movies

for viewing tonight and highbrow movies for tomorrow. (Are you surprised?)

People’s desire to improve their minds, and to learn something, is apparently

more salient when choosing a movie for later – while the desire to relax and to

have fun is more salient when choosing for the very near future.

The Power of Context

A good may be evaluated in explicit comparison with other goods or on its

own. People’s preference for one or another good may be different when the

two are compared explicitly to each other or evaluated separately, perhaps by

willingness to pay or by a rating. Chris Hsee (2000) has established a key

mechanism that produces such reversals of preference: people may notice

subtle differences between goods (like two shades of purple) when the goods

are directly compared, but they may fail to detect the same differences when

the goods are evaluated separately. In joint evaluation, some characteristics of

goods are salient even though they are irrelevant in separate evaluation

(Sunstein, 2018b).

Here’s a simple example: Would you rather have a dictionary with 100,000

words and a torn cover, or a dictionary with 50,000 words and an intact cover?

Comparing the two dictionaries directly, most people will choose the bigger

one. But evaluating the two dictionaries separately, people will pay more for

a smaller dictionary with an intact cover than for a larger one whose cover is

torn. For current purposes, the key point is that people might choose a good

(such as a radio, a cell phone, or a car) in joint evaluation, even though they will

experience it in separate evaluation – and may therefore end up having an

inferior experience.

Hsee (2000) offers a compelling thought experiment to illustrate the point.

Imagine that you are in the market for stereo speakers and you are comparing

various models at the home audio store. You narrow your choice down to two

similarly priced models, A and B. The A speakers sound somewhat better than

the B speakers, but they are quite ugly. Which do you choose? At the store you

engage in joint evaluation, comparing one model against another. In the store,
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your attention is likely to be focused on the quality of the sound, and you may

assign considerable weight to small differences in this attribute. But your task is

to predict the welfare you will get from the speakers when you listen to music at

home. At home, there will be just one set of speakers, so you will be performing

a separate evaluation. Small differences in sound quality will not be noticeable

without a standard of comparison. In contrast, comparison is not required to

evaluate whether an object is ugly or beautiful. People are therefore susceptible

to the mistake that Hsee described – paying too much attention to the small (but

noticeable in the store) difference in sound quality, and too little attention to

appearance.

Comparative effects can arise even when the task does not explicitly

require it. Volunteers in a study conducted by Morewedge and colleagues

(2010) were asked to predict how much they would enjoy eating potato chips

a few minutes later. In one experimental condition, subjects could also see

a chocolate bar next to the potato chips; in another condition, the chocolate

was replaced by a tin of sardines. The irrelevant foods influenced the partici-

pants’ predictions of their future enjoyment, which was much reduced by the

presence of the chocolate (sensibly enough, if people prefer chocolate to

sardines). The prediction was comparative, although no comparison was

required. Eventual enjoyment of the chips, however, was completely

unaffected by the irrelevant food that remained on the table. The experience

of eating is focused on the food we actually consume and is not dependent on

the options we turn down.

A different type of discrepancy between the context of choice and the context

of experience arises when people make a simultaneous choice about goods that

will be consumed sequentially. An admittedly dated example is the choice of

which CDs to load into the stack of a CD player (Read et al., 2001). In making

the decision at a single time, people focus on the attribute of variety that seems

desirable (in the case of CDs, variety of singers or types of music). However, the

variety of a sequence is usually less important in the experience of consumption.

As a consequence, people often choose more variability than they will actually

enjoy.

In the first demonstration of this phenomenon, Itimar Simonson (1990)

conducted an experiment on the students in two of his classes. In a brilliant

move to increase his teacher ratings, he promised to bring the students snacks

for three consecutive weeks. The students had to decide which snacks they

wanted from a menu of six snacks, ranging from Snickers bars to bags of

potato chips. The only difference between the setup for the two classes was

that the students in one class (the simultaneous-choice group) chose all three

snacks during the first session, while the students in the other class (the
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sequential-choice group) chose a single snack in each session. Simultaneous-

choice subjects typically took a different snack for each class, while sequen-

tial-choice subjects often wanted the same snack every time. It is a good guess

that the sequential-choice choosers enjoyed their snacks more.

This study shows what Daniel Read and George Loewenstein call the diver-

sification bias: namely, the tendency for people to choose too much variety. The

term implies that sequential choice leads to greater experienced welfare. This

prediction was confirmed in several studies in which participants reported their

enjoyment of decisions made either simultaneously or sequentially. For

example, participants in a study by Read et al. (2001) chose two audio tracks

(music or comedy), either sequentially or simultaneously. They chose more

variety in simultaneous choice, but they enjoyed high-variety sets less than low-

variety ones.

Of course, it is true that people care about others; they want to act morally.

And when people choose, their own well-being may not be the only or even the

central question. But much of the time, people are trying to make choices that

will, on average, make them as well off as possible. The problem is that to

undertake this task, people must start by making a forecast about how the

various possible outcomes will be experienced. And if their forecasts are

systematically biased, their choices may fail to make them better off. In

numerous cases, forecasts of future welfare turn out to be biased (Sunstein,

2018b). I will return to this problem in Section 6. For the moment, let us focus

on how governments use behavioral science.

4 Government

I have noted that all over the world, behavioral science in general, and nudging in

particular, have been attracting high-level attention (Halpern, 2015; OECD, 2010).

Both the developed and the developing world are seeing opportunities. With

respect to new policy initiatives, developments have been proceeding at an excep-

tionally rapid pace, so much so that any account will rapidly become out of date.

In Canada, the United States, Germany, Japan, Australia, New Zealand,

Sweden, Denmark, the Netherlands, Qatar, and the United Arab Emirates,

important initiatives enlist tools such as disclosure, warnings, and default

rules, and they can be found in multiple areas, including fuel economy, finance,

energy efficiency, environmental protection, highway safety, smoking, health

care, and obesity (with behavioral findings playing an unmistakable role in

efforts to improve diet). As a result, behavioral findings and nudges have

become important reference points for regulatory and other policy making in

multiple nations.
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Some of the most prominent efforts can be found in the United Kingdom.

Those efforts began in 2010 under former Prime Minister David Cameron, who

created a Behavioural Insights Team, sometimes described as “the Nudge Unit,”

with the specific goal of incorporating an understanding of human behavior into

policy initiatives. In its early years, the official website stated that its “work

draws on insights from the growing body of academic research in the fields of

behavioural economics and psychology, which show how often subtle changes

to the way in which decisions are framed can have big impacts on how people

respond to them” (Cabinet Office, n.d.).

Now partly private, the Behavioural Insights Team has become far more

ambitious. It is working in more than thirty nations. It has used behavioral

insights to promote initiatives in numerous areas, involving smoking cessation,

energy efficiency, organ donation, consumer protection, employment, crime,

sex equality, COVID-19, and compliance strategies in general. Other nations

have expressed keen interest in the work of the Team, and its operations are

continuing to expand. In 2012, the United States created its own behavioral

insights team, and many other nations have now done so, including (for

example) Australia, Singapore, the Netherlands, Germany, Canada, Qatar,

Lebanon, Saudi Arabia, India, and Japan.

It is important to note that most of the world’s behavioral work is under-

taken by departments and ministries that have a large repertoire of responsi-

bilities, and that are not dedicated “behavioral teams.” For example, I worked

in the White House under President Barack Obama, as Administrator of the

Office of Information and Regulatory Affairs. We drew heavily on behavioral

findings, working with the Department of Transportation, the Environmental

Protection Agency, the Social Security Administration, the Department of the

Treasury, the Department of Health and Human Services, and many more.

Something similar can be said of many nations, including Germany, Denmark,

and Canada.

Behavioral economics has drawn considerable attention in Europe as a whole.

Early on, the Organisation for Economic Development and Cooperation (OECD)

published a Consumer Policy Toolkit that recommends a number of initiatives

rooted in behavioral findings (OECD, 2010). In the European Union, the

Directorate-General for Health and Consumers has also shown the influence of

behavioral economics (DG SANCO, 2010). A report from the European

Commission, called Green Behavior, enlists behavioral economics to outline

policy initiatives to protect the environment (European Commission, 2012;

iNudgeYou.com, n.d.). Private organizations are also using behavioral insights

to promote a variety of environmental, health-related, and other goals (see

inudgeyou.com, n.d.; greeNudge.org, 2018). As I have noted, important work
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has been undertaken at the United Nations, theWorld Bank, and theWorldHealth

Organization.

In the United States, regulatory efforts have been directly informed by

behavioral findings, and behavioral science has played an unmistakable role

in the design of important laws, including the Credit Card Accountability

Responsibility and Disclosure Act, the Affordable Care Act, and the Dodd-

FrankWall Street ReformAct (Sunstein, 2013). Indeed, something very close to

the idea of nudging is built directly into a prevailing Executive Order on

regulation, which amounts to a kind of mini-constitution for the regulatory

state: “each agency shall identify and consider regulatory approaches that

reduce burdens and maintain flexibility and freedom of choice for the public.

These approaches include warnings, appropriate default rules, and disclosure

requirements as well as provision of information to the public in a form that is

clear and intelligible” (Executive Order 13563, 2011). Executive Order 13707 is

even more explicit, calling out “behavioral science insights” in plain terms and

directing agencies to consider those insights (Executive Order 13707, 2015).

It is clear that behavioral findings are having a large impact on regulation,

law, and public policy all over the world. That impact is likely to grow over the

next decades. Notably, the use of behavioral findings cuts across conventional

political divisions, and tends to appeal to people with diverse views in diverse

nations. In my own experience in the White House, most nudges did not divide

people along political lines (although almost everything else did). Because

behavioral findings suggest the possibility of low-cost, high-impact interven-

tions (Benartzi et al., 2017), they are especially likely to attract considerable

attention in economically challenging times.

Feast

Behavioral findings proved especially relevant to efforts to combat the COVID-

19 pandemic of 2020. In responding to the pandemic, behavioral economics and

nudging were broadly appealing and came into widespread use – not only by

governments but also by private institutions, including hospitals, universities,

and ordinary businesses, large and small. Those social distancing markers,

indicating where people should stand in line? They are nudges.

To organize these and other efforts, a simple framework can be captured in an

acronym: FEAST. The idea builds on the EAST framework from the

Behavioural Insights Team (Behavioural Insights Team, 2014). EAST refers

to four ideas: easy, attractive, social, and timely.

The first idea is that if you want people to do something, make it easy for them.

They have to know what to do and how to do it, and doing it should not be too
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burdensome, painful, or costly. Automatic enrollment significantly increases

participation rates simply because people do not have to exert effort to enroll.

Whenever the goal is to change behavior, the best question is often overlooked:

Why are people not doing it already? After getting the answer, public officials,

employers, schools, and others can take steps to remove the barrier.

If we focus on E, we might think that the preferred approach is straightfor-

ward: make it automatic. And if that is not possible, the second best is also

simple: make it easy. A striking example of the effect of automaticity, referred to

previously, is the default setting on printers: if the setting is double-sided,

people will use a lot less paper (Egebark and Ekstrom, 2016).

A corollary is that a good way to discourage people from doing something is

to make it hard. In behavioral science, the term “sludge” is used for frictions, or

administrative burdens, that make it difficult for people to get a license, a job,

a permit, or benefits of various sorts (Sunstein, 2019d; Sunstein 2020). Sludge is

sometimes necessary or good – for example, to ensure that the people who

receive benefits are actually eligible. But sludge is often a curse, seriously

harming people, including the most vulnerable.

It matters whether an option or message is attractive. A simple and vivid

communication has more impact than a dull and complicated one. With respect

to COVID-19, officials in Ireland have made excellent use of this insight with

striking informational signs. The same is true of New Zealand. (Of course, it is

also true that sometimes warnings should not exactly be attractive; they should

be vivid. Graphic health warnings are an example.)

As we have seen, people also tend to be affected by what most other people

do; hence the S for social in EAST. Notifying people of the actions of the

majority can be a powerful nudge.We have seen that if people learn that they are

conserving less energy than other people, they start to conserve more energy

(Allcott, 2011b). Publicizing a current norm can greatly alter behavior. There is

also evidence that even if a norm is not yet current, but is emerging, publicizing

that fact can be effective (Sparkman and Walton, 2017). It is worth underlining

that finding. When people learn that other people are increasingly engaging in

certain behavior, they are more likely to do it, even if it has not yet attracted

majority support (ibid.). This might be true in the domain of exercising, healthy

eating, mask-wearing, or environmentally friendly behavior.

Timing is everything. Often it is best to provide people with information

(including warnings) right before they make a decision, not the night before or

when their minds are focused elsewhere. In the context of COVID-19: When

nations started to relax stay-at-home orders and business shutdowns, they

probably did best if they arranged health-related messages so that people saw

them immediately before they made health-related choices. For example, such
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messages might be provided in grocery stores, including social distancing

signals that give people general reminders and also guidance about where to

stand in line.

For policy makers all over the world, EAST has proven useful. But it is

missing something essential – fun. Hence my modest, behaviorally informed

amendment, adding the F for FEAST.

How do you encourage people to eat more vegetables? A Stanford University

study tried two differentmethods (Turnwald et al., 2019). Thefirst involved labels

that emphasized health benefits. The second used labels that emphasized enjoy-

ment and taste. Both worked, but enjoyment proved to be the more powerful

motivator. The health-focused labels increased vegetable consumption by 14 per-

cent, which is a large improvement. The enjoyment-focused labels increased

vegetable consumption by 29 percent, which is a terrific improvement.

Behaviorally informed marketers are keenly aware of the importance of enjoy-

ment and fun. For example, Amazon sells certain products with what it calls

“Frustration-Free Packaging.” That means that there is not much in the way of

plastic, wiring, or cardboard to deal with. Better still, Frustration-Free Packaging

also turns out to be Green Packaging; it contains less solid waste, and the materials

are recyclable. The company is making a smart behavioral bet, which is that the

idea of Frustration-Free Packaging will make customers smile – and attract a lot

more of them than would be motivated by the idea of sustainability.

No one thinks that a pandemic is fun. But if they are alert to behavioral

findings, leaders can produce a sense of optimism, unity, hope, and more than

a few smiles instead of despair, anger, division, and fear. Prime Minister Jacinda

Ardern of New Zealand even managed to have some fun with the lockdown,

describing the Tooth Fairy and the Easter Bunny as “essential workers,” legally

authorized to carry on their work. In general, New Zealand succeeded in meeting

the pandemic not only with firmness, calmness, and determination but also with

wit, a call to unity (emphasizing that the nation is “a team of five million”), and

a consistent sense of good cheer. Its mantra has been “Be kind.”

For many social problems, including public health, the most important parts

of the FEAST framework have been the E for easy and the S for social.

Complexity and confusion are mortal enemies of public health; good norms

are its best friends. But here is a plea to leaders at all levels, even in dark times:

Do not neglect the F. Human beings need it.

Institutionalizing Behavioral Insights: Two Approaches

What is the best method for implementing behavioral insights? It is certainly

possible to rely entirely on existing institutions. We could imagine a system in
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which an understanding of behavioral science is used by current officials and

institutions, including leaders at the highest levels. For example, the relevant

research could be enlisted by those involved in promoting competitiveness,

environmental protection, public safety, consumer protection, and economic

growth – or in reducing private and public corruption and combating poverty,

infectious diseases, mental health problems, and obesity. Focusing on concrete

problems rather than abstract theories, officials with well-established positions

might be expected to use that research, at least on occasion. (Leaders of private

institutions could do the same thing.)

If those officials have both knowledge and genuine authority, they might be

able to produce significant reforms, simply because they are not akin to a mere

research arm or a think tank. Even a single person, if given the appropriate

authority and mission, could have a large impact. On one model, the relevant

officials would not engage in new research, or at least not in a great deal of it.

They would build on what is already known (and perhaps have formal or

informal partnerships with those in the private sector who work on these issues).

In an important sense, this approach is the simplest because it does not require

new offices or significant additional funding, but only attention to the relevant

issues and a focus on the right appointments. In Canada, Sweden, Denmark,

Germany, and the United States, this kind of approach has proved highly

successful, with the adoption of many behaviorally informed reforms. In my

years in the White House, I followed this approach, working in an existing

institution (the Office of Information and Regulatory Affairs) relying on exist-

ing behavioral research.

A quite different approach would be to create a new institution – such as

a behavioral insights team or a “nudge unit” of some sort. (Recall that this has

been done in the United Kingdom, the United States, Australia, Germany, the

Netherlands, Japan, Qatar, India, and increasingly many nations.) Such an

institution could be organized in different ways, and it could have many differ-

ent forms and sizes. On a minimalist model, it would have a small group of

knowledgeable people (say, five), bringing relevant findings to bear and perhaps

engaging in, or spurring, research on their own. On a more ambitious model, the

team could be larger (say, thirty or more), engaging in a wide range of relevant

research. A behavioral insights team could be created as a formal part of the

government (the preferred model, to ensure real impact) or could have a purely

advisory role.

Whatever its precise form, the advantage of such an approach is that it would

involve a dedicated and specialized team, highly informed and specifically

devoted to the relevant work, and with expertise in the design of experiments.

If the team could work with others to conduct its own research, including
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randomized controlled trials, it might be able to produce important findings (as

has, in fact, been done in the United Kingdom, Australia, and the United States,

with similar efforts occurring elsewhere). The risk is that such a team would be

akin to an academic adjunct, a kind of outsider, without the ability to power or

ability to initiate real reform. Authority greatly matters. The United Kingdom

has had the most experience with this kind of approach, and it has succeeded in

part because it has enjoyed high-level support and access. In this domain, one

size does not fit all, but it is noteworthy that a growing number of nations have

concluded that it is worthwhile to have a dedicated team. Of course, the two

approaches might prove complementary.

I now turn to a series of examples, with an emphasis on behaviorally

informed policies now playing a role in public policy, particularly in the

United States. As noted, I refer to efforts in that country only because of

my own familiarity with them; similar efforts can be found in other nations.

Default Rules

Why They Matter

If there were an Olympic competition for behaviorally informed policy tools,

default rules would win the gold medal. They often have very large effects

(Jachimowicz et al., 2019), transforming outcomes in ways that combat poverty,

improve the environment, increase savings, and protect consumers (ibid.). It is

important to see that default rules can be used for good or for ill. If people are

automatically enrolled in programs that do not help them, theymight end up paying

money for nothing at all (Luguri and Strahilevitz, 2019). It is therefore important to

ensure that default rules are actually working to increase people’s welfare.

A great deal of research has attempted to explore exactly why default rules

have such a large effect on outcomes (ibid.; Gale et al., 2009; Dinner et al.,

2011; Carroll et al., 2009). There are three major explanations (Jachimowicz

et al., 2019; Johnson and Goldstein, 2013). The first involves inertia and

procrastination. To alter the effect of the default rule, people must make an

active choice to reject the default. In view of the power of inertia and the

tendency to procrastinate, people may simply continue with the status quo.

The second factor involves what might be taken to be an implicit endorsement

of the default rule. Many people appear to conclude that the default was

chosen for a reason; they believe that they should not depart from it unless

they have particular information to justify a change. Third, the default rule

might establish the reference point for people’s decisions; the established

reference point has significant effects because people dislike losses from that

reference point (the behavioral finding of loss aversion). If, for example, the
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default rule favors energy-efficient light bulbs, then the loss (in terms of

reduced efficiency) may loom large, and there will be a tendency to continue

with energy-efficient light bulbs. But if the default rule favors less efficient

(and initially less expensive) light bulbs, then the loss in terms of upfront

costs may loom large, and there will be a tendency to favor less efficient light

bulbs.

Consider in this regard the “endowment effect,” which means that people

value goods that they have more than they value the same goods when they are

in the hands of others (Thaler, 2015). If, for example, you are given a coffee

mug, a lottery ticket, or freedom from a risk, you will likely demand more to

give it up than you would be willing to pay to get it in the first instance. The

reasons for the endowment effect, and its boundary conditions, remain to be

clearly established, but it appears to be produced in part by loss aversion: people

are reluctant to give up what they have.

It is important to note that even if the effects of default rules are large, and

they often are (Jachimowicz et al., 2019), they might not always be positive

(Weimer, 2020). People might be defaulted into a pension plan, and many of

them might benefit (and not opt out). But people might also be defaulted into

such a plan, and some of themmight lose, because they could use the money for

something now (and even so, they might not opt out). If people are defaulted

into a green energy plan, and if it is more expensive than a dirtier energy source,

they might lose (and might not opt out). Because of the power of inertia, there is

always a risk that a default rule will help some while hurting others. This is

a point in favor of personalized defaults, a topic taken up below. And it strongly

suggests a general point, which is that nudges should be subject to the same kind

of welfare analysis as any other policy tool (ibid.). On net, are people being

helped or hurt? Cost-benefit analysis is a standard way to answer that question,

though it is far from perfect (Sunstein, 2020).

Savings

In many nations, employers have long asked workers whether they want to

enroll in pension plans. Even when enrollment is easy, and even when the

benefits of enrolling seem high, the number of employees who enroll, or opt

in, has often been relatively low (Madrian and Shea, 2001; Gale et al., 2009). An

increasing number of employers have responded by changing the default to

automatic enrollment, by which employees are enrolled unless they opt out. The

results are clear: significantly more employees end up enrolled with an opt-out

design than with opt-in design (Gale et al., 2009). This is so even when opting

out is easy. Importantly, automatic enrollment has significant benefits for all
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groups, with increased anticipated savings for Hispanics, African Americans,

and women in particular (Orszag and Rodriguez, 2009; Papke, Walker, and

Dworsky, 2009; Chiteji and Walker, 2009).

In Denmark, the large effects of automatic enrollment have been demon-

strated with great rigor (Chetty et al., 2014). Indeed, the impact of automatic

enrollment significantly exceeds the impact of tax incentives. The expensive

option of tax incentives is far less effective than the cheap alternative of

automatic enrollment. There is a general lesson here; sometimes nudges are

far more effective than expected and indeed far more cost-effective than more

familiar tools (Bernartzi et al., 2017).

In the United States, the Pension Protection Act of 2006 (PPA; Pension

Protection Act, 2006) draws directly on behavioral findings by encouraging

employers to adopt automatic enrollment plans. The PPA does this by providing

nondiscrimination safe harbors for elective deferrals and for matching contribu-

tions under plans that include an automatic enrollment feature, as well as by

providing protections from state payroll-withholding laws to allow for automatic

enrollment. Building on these efforts, the Obama administration, with personal

involvement from President Obama, undertook significant initiatives to encourage

employers to adopt such plans, in part by making it easier for them to do so

(Obama, 2009; Internal Revenue Service, 2009). An important part of automatic

enrollment plans is automatic escalation, which can ensure that default contribu-

tion settings do not produce unduly low savings levels (Benartzi and Thaler, 2013).

School Meals

The National School Lunch Act (Healthy Hunger-Free Kids Act, 2012) takes

steps to allow “direct certification” of eligibility, thus reducing complexity and

introducing what is a form of automatic enrollment. Under the program,

children who are eligible for benefits under certain programs will be “directly

eligible” for free lunches and free breakfasts, and hence will not have to fill out

applications (Healthy, Hunger-Free Kids Act, 2012). To promote direct certifi-

cation, the USDA issued an interim final rule that was expected to provide up to

270,000 children with school meals (Department of Agriculture, 2011). The

aggregate effects of direct certification are much larger, allowing participation

by millions of additional children. According to recent counts, the number has

been in the vicinity of fifteen million. It is worth pausing over that number.

Finance

Nudges, including default rules, are an important part of credit markets, and

sensible nudging is doing a great deal to help consumers (Agarwal et al., 2013).
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One example is the Federal Reserve Board’s switch of the default rule, under-

taken as part of its effort to protect consumers from high bank overdraft fees (12

C.F.R. § 205.17). To provide that protection, the Board issued a regulation in

2009, banning banks from automatically enrolling people in overdraft “protec-

tion” programs. Instead, customers have to sign up (12 C.F.R. § 205.17(b)). In

justifying the regulation, the Board drew directly and extensively on the behav-

ioral literature, with specific reference to the retirement issue (Willis, 2013;

Sarin, 2019).

Interestingly, the available evidence, catalogued in an important article

(Willis, 2013), suggests that the effect has not been as large as might be

expected. The reason is that banks have used behaviorally informed strategies,

including loss aversion, to encourage people to opt into the program in signifi-

cant numbers. Nonetheless, large numbers of people are no longer enrolled in

the programs (Sarin, 2019). The overall level of opt-in seems to be only around

fifteen percent (Willis, 2013); to that extent, the opt-in default has been effect-

ive. Moreover, the largest proportion of people who opt in are those who

actually go over their checking limits (Zywicki, 2013). For such people, it is

not implausible to think that opting in is a good idea.

More generally, the bulk of the gains from the Credit Card Accountability

Responsibility and Disclosure Act have come from behaviorally informed

mandates and bans, targeting shrouded attributes such as late fees and overuse

fees. It appears that these provisions are saving consumers over $11 billion

annually, and the savings are concentrated among people with low credit ratings

(Agarwal et al., 2013). There is a large lesson here as well. Under certain

circumstances, bans on certain product attributes, if they are shrouded, can

protect consumers (and also employees and investors) (Sarin, 2019).

Health Care

A provision of the Affordable Care Act (ACA) required that by a specific date,

employers with over two hundred employees must automatically enroll employ-

ees in health care plans, while also allowing employees to opt out (Affordable

Care Act, 2010). Another provision of the ACA was called the Community

Living Assistance Services and Supports Act (CLASS Act, 2010); this provision

created a national voluntary long-term insurance program. The ACA provided

for an automatic enrollment system, whereby employers enroll employees in that

program unless they opt out (CLASS Act, 2010). In addition, the ACA contains

an automatic payroll deduction system for the payment of premiums.

On February 4, 2010, the Centers forMedicare andMedicaid Services (CMS)

provided guidance to states via a State Health Official (SHO) letter (Centers for
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Medicare and Medicaid Services, 2010). In cases where states are able to obtain

all the information necessary to determine eligibility, the new option permits

states automatically to enroll and renew eligible children in Medicaid or

Children’s Health Insurance Program (CHIP). This approach allows states to

initiate and determine eligibility for Medicaid or CHIP without a signed

Medicaid or CHIP program application, as long as the family or child consents

to be enrolled in Medicaid or CHIP.

After enactment, these various provisions of the ACAwere put under serious

pressure, in part on political grounds; some of them were repealed. But their

original enactment attests to the power of behavioral insights in national

legislatures.

Payroll Statements

In 2010, the Department of Homeland Security changed the default setting for

payroll statements to electronic from paper, thus reducing costs (Orszag, 2010).

Many government agencies have done something similar. Changes of this kind

will not exactly balance a nation’s budget, but they can save significant sums of

money for both private and public sectors.

Disclosure

Disclosure can take many forms, from the short and sweet to the long and

sour. It can operate like a GPS device, telling people how to get where

they want to go, or instead like a nightmare, leaving people badly con-

fused. A great deal of work needs to be done to learn when disclosure is

effective and exactly why (Sunstein, 2020). But there is no question that

disclosure is proving to be an appealing nudge, and much of what has been

done is behaviorally informed.

When disclosure requirements are imposed, it is often because less informed

consumers are interacting with better-informed sellers and the incentives of the

consumers and sellers seem to be misaligned. Consider, for example, inter-

actions between an automobile seller and potential customer. The seller has

better information about the safety of the cars it sells; the customer may have

a greater interest in driving a safe car. Or consider interactions between a chain

restaurant and its patrons. The restaurant has better information about the

nutritional properties of the food it sells; the customer may have a greater

interest in eating nutritious food.

There are also situations in which disclosure serves the purpose of helping to

protect consumers against themselves. Some of these cases involve “behavioral

market failures.” Recall the concept of internalities (Farhi and Gabaix, 2020):
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costs that individuals impose on themselves but fail to internalize at the time of

decision. Smokers may enjoy smoking, but not so much lung cancer. Those who

eat a lot of food and gain weight may love their meals, but not the health

problems that come from them. Those who spend a lot of money today may not

be so happy to find that they have nothing to spend tomorrow. Nudges can

respond to the problem, and if they are behaviorally informed, they might

stipulate format, framing, and other requirements that take account of cognitive

and other factors in such a way as to make the relevant disclosure more

effective.

Nutrition

In the domain of nutrition, a number of disclosure requirements are in place. For

example, the US Department of Agriculture (USDA) issued a rule requiring the

provision of nutritional information to consumers with respect to meat and

poultry products. Nutrition facts panels must be provided on the labels of

such products. Under the rule, the panels must contain information with respect

to calories and both total and saturated fats (9 CFR § 317.309). The rule is

behaviorally informed; it clearly recognizes the potential importance of fram-

ing. If a product lists a percentage statement such as “80% lean,” it must also list

its fat percentage (“20% fat”). This requirement should avoid the confusion that

can result from selective framing; a statement that a product is 80 percent lean,

standing by itself, makes leanness salient, and may therefore be misleading.

In a related vein, the USDA abandoned the Food Pyramid, used for decades

as the central icon to promote healthy eating. The Pyramid was long criticized as

insufficiently informative; it does not offer people with any kind of clear “path”

with respect to healthy diet and does not connect to people’s actual experience

with food (Heath and Heath, 2010). In response, the USDA replaced the

Pyramid with a new, simpler icon, the Food Plate, consisting of a plate with

clear markings for fruit, vegetable, grains, and protein. The plate is accompan-

ied by straightforward guidance, including “make half your plate fruits and

vegetables,” “drink water instead of sugary drinks,” and “switch to fat-free or

low-fat (1%) milk.” This approach has the key advantage of informing people

what to do if they seek to have a healthier diet. It is like a GPS device.

In 2014, the Food and Drug Administration proposed to improve and clarify

the “nutrition facts” panel on most foods. The proposal is an unambiguous

nudge, and it is behaviorally informed. Hence the FDA’s explanation states:

Changes in labeling may also assist consumers by making the long-term health
consequences of consumer food choices more salient and by providing context-
ual cues of food consumption. We note that the behavioral economics literature
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suggests that distortions internal to consumers (or internalities) due to time-
inconsistent preferences, myopia or present-biased preferences, visceral factors
(e.g., hunger), or lack of self-control, can also create the potential for policy
intervention to improve consumer welfare . . . . Consistent with predictions
based on models of bounded rationality, consumers can systematically make
suboptimal dietary choices because they discount future health consequences
relative to immediate benefits more than they would if they chose according to
their underlying or true preferences, leading them to regret their decisions at
a later date. To the extent that some form of intrapersonal market failure
characterizes diet-related decisions, changes in labeling may assist consumers
by making the long-term health consequences of consumer food choices more
salient and by providing contextual cues of food consumption. (FDA, 2014)

The final version of the rule embeds these insights; there is no question that it

is strongly influenced by behavioral findings.

Credit Cards

In the context of financial products, disclosure played a key role in the design of

the Credit Card Accountability Responsibility and Disclosure Act (CARD),

enacted in 2009. One of its provisions is a small nudge: every month, companies

must disclose the interest savings from paying off the full balance within thirty-

six months, instead of making only minimum payments every month. It is easy

to be skeptical about disclosure requirements of this kind, but the consequence

has been to reduce interest payments by $74 million a year – not a huge amount,

but far from trivial (Agarwal et al., 2013).

As noted, the CARDAct contains other seemingly modest provisions designed

to limit credit card fees. For example, companies are forbidden to impose fees on

cardholders who go over their credit limit unless cardholders agree to opt in to

authorize that practice. In addition, banks must give cardholders a forty-five-day

advance notice of rate increases, and theymust inform cardholders of their right to

cancel the account before such increases go into effect.

These provisions have contributed to substantial decreases in both over-limit

fees and late fees – with the overall package saving U.S. credit card users

billions of dollars annually (Agarwal et al., 2013; Sarin, 2019). As noted,

cardholders with low credit scores appear to be the biggest beneficiaries. To

be sure, and importantly, the package includes behaviorally informed mandates

and ban, significantly restricting late fees and overuse fees.

Health Care

The ACA includes a large number of nudges designed to promote accountabil-

ity and informed choice with respect to health care. Indeed, ACA is, in
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significant part, a series of disclosure requirements, many of which are meant to

inform consumers, and to do so in a way that is alert to behavioral findings.

Under the ACA, a restaurant that is part of a chain with twenty or more locations

doing business under the same name is required to disclose calories on the menu

board. Such restaurants are also required to provide in a written form (available

to customers upon request) additional nutrition information pertaining to total

calories and calories from fat, as well as amounts of fat, saturated fat, choles-

terol, sodium, total carbohydrates, and so forth (Affordable Care Act, 2010).

There continues, of course, to be a dispute about the actual effects of disclosure

requirements of this kind, and further evidence is indispensable (Sunstein,

2020; Bollinger et al., 2010; Downs et al., 2009).

In a similar vein, § 1103 of the Act calls for “[i]mmediate information that

allows consumers to identify affordable coverage options.” It requires the

establishment of an Internet portal for beneficiaries to obtain easy access to

affordable and comprehensive coverage options, including information about

eligibility, availability, premium rates, cost sharing, and the percentage of

total premium revenues spent on health care, rather than administrative

expenses.

Implementing a provision of the ACA, HHS finalized a rule to require

insurance companies to provide clear, plain language summaries of relevant

information to prospective customers. The rule includes basic information,

including the annual premium, the annual deductible, a statement of services

that are not covered, and a statement of costs for going to an out-of-network

provider. These are simply a few examples – the Affordable Care Act contains

many others (Sunstein, 2011).

Fuel Economy

Automobile manufacturers have long been required to disclose the fuel econ-

omy of new vehicles as measured by miles per gallon (MPG). This disclosure is

a nudge, and it helps promote informed choice. As both behavioral scientists

and the Environmental Protection Agency (EPA) have emphasized, however,

MPG is a nonlinear measure of fuel consumption (Environmental Protection

Agency, 2009). For a fixed travel distance, a change from 20 to 25 MPG

produces a larger reduction in fuel costs than does a change from 30 to

35 MPG, or even from 30 to 38 MPG.

Evidence suggests that many consumers do not understand this point and

tend to interpret MPG as linear with fuel costs. If it occurs, this error is likely

to produce inadequately informed purchasing decisions when people are

making comparative judgments about fuel costs. Consumers tend to
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underestimate the cost differences between low-MPG vehicles and tend to

overestimate the cost differences between high-MPG vehicles (Allcott,

2011a). By contrast, an alternative fuel economy metric, such as gallons per

mile, could be far less confusing. Recognizing the imperfections and poten-

tially misleading nature of the MPG measure, the Department of

Transportation and EPA mandated a radically revised and behaviorally

informed label, including a clear statement about anticipated fuel savings

(or costs) over a five-year period (Sunstein, 2013).

Disclosure and Competition

If disclosure requirements are straightforward and simple, they should facilitate

comparison shopping and hence market competition. Drawing directly on behav-

ioral research, the Treasury Department’s account of financial regulation empha-

sizes the value of requiring that “communications with the consumer are

reasonable, not merely technically compliant and non-deceptive. Reasonableness

includes balance in the presentation of risks and benefits, as well as clarity and

conspicuousness in the description of significant product costs and risks”

(Department of the Treasury, 2009). The department’s analysis goes on to say

that one goal should be to

harness technology to make disclosures more dynamic and adaptable to the
needs of the individual consumer. . . . Disclosures should show consumers the
consequences of their financial decisions. . . . [The regulator] should . . . man-
date or encourage calculator disclosures for mortgages to assist with compari-
son shopping. For example, a calculator that shows the costs of a mortgage
based on the consumer’s expectations for how long she will stay in the home
may reveal a more significant difference between two products than appears on
standard paper disclosures. (Department of the Treasury, 2009)

In keeping with this theme, the Consumer Financial Protection Bureau is

authorized to ensure that “consumers are provided with timely and understand-

able information to make responsible decisions about financial transactions”

(Dodd-FrankAct, 2010). The Bureau is also authorized to issue rules that ensure

that information is “fully, accurately, and effectively disclosed to consumers in

a manner that permits consumers to understand the costs, benefits, and risks

associated with the product or service, in light of the facts and circumstances”

(Dodd-Frank Act, 2010).

To accomplish this task, the Bureau is authorized to issue model forms with

“a clear and conspicuous disclosure that, at a minimum – (A) uses plain

language comprehensible to consumers; (B) contains a clear format and design,

such as an easily readable type font; and (C) succinctly explains the information
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that must be communicated to the consumer” (Dodd-Frank Act, 2010; Riis and

Ratner, 2015). In addition, the director of the Bureau is required to “establish

a unit whose functions shall include researching, analyzing, and reporting on . . .

consumer awareness, understanding, and use of disclosures and communica-

tions regarding consumer financial products or services” and “consumer behav-

ior with respect to consumer financial products or services, including

performance on mortgage loans.” Note that new technologies make it possible

to inform consumers of their own choices and usages, an approach that may be

especially important when firms have better information than consumers do

about such choices and usages (Kamenica et al., 2011).

To the same end, the Department of Labor issued a final rule requiring

disclosure to workers of relevant information in pension plans. The rule is

designed to require clear, simple disclosure of information about fees and

expenses and to allow meaningful comparisons, in part through the use of

standard methodologies in the calculation and disclosure of expense and return

information (29 CFR §§ 2550.404a-5). Evidence suggests that the rule, which

was clearly informed by behavioral economics, has produced substantial sav-

ings for investors (Kronlund et al., 2020). In a similar action, the Department of

Transportation required US air carriers and online travel agents to alter their

web interfaces to incorporate all ticket taxes in upfront, advertised fares.

Evidence suggests that this behaviorally informed intervention, designed to

overcome shrouded prices, has been highly effective and thus saved consumers

a lot of money (Bradley and Feldman, 2020).

Yet another example is provided by a final rule of the Department of

Education that promotes transparency and consumer choice with respect to for-

profit education by requiring institutions to provide clear disclosure of costs,

debt levels, graduation rates, and placement rates (Department of Education,

2010a). These disclosures must be included “in promotional materials [the

institution] makes available to prospective students” and be “[p]rominently

provide[d] . . . in a simple and meaningful manner on the home page of its

program Web site (34 CFR § 668.6; Department of Education, 2010b).

Structuring Choices

Complexity can also create problems through a phenomenon known as choice

overload. In the traditional view, having more choices helps, and never harms,

consumers or program participants. This view is based on the reasonable

judgment that, if an additional option is not better than existing options, people

will simply not choose it. In general, more choices are indeed desirable, but an

increasing body of research offers qualifications, especially in unusually
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complex situations (Sethi-Iyengar, Huberman, and Jiang, 2004). For example,

there is some evidence that enrollment may decline, and asset allocations may

worsen (Iyengar and Kamenica, 2010), as the menu of investment options in

a 401(k) plan expands.

Responding to this general problem in the context of prescription drug plans

(Thaler and Sunstein, 2008), CMS took steps to maintain freedom of choice

while also reducing unhelpful and unnecessary complexity (Gruber and

Abaluck, 2011). The CMS Medicare Part D program rules require sponsors to

ensure that when they provide multiple plan offerings, those offerings have

meaningful differences. The rules also eliminate plans with persistently low

enrollments, on the ground that those plans increase the complexity of choices

without adding value (see also Korobkin, 2013).

Salience

It is often possible to promote social goals by making certain features of

a product or a situation more salient to consumers. Increasing salience can be

an effective nudge (Kronlund et al., 2020; Sarin, 2019). Consider the response

to COVID-19, which consists in large part of making certain safeguards highly

salient (staying home, washing one’s hands, social distancing, wearing masks).

Or consider alcohol taxes. There is evidence that when such taxes are specific-

ally identified in the posted price, increases in such taxes have a larger negative

effect on alcohol consumption than when they are applied at the register (Chetty,

Looney, and Kroft, 2009; Finkelstein, 2009).

In the context of fiscal policy, there is a question whether to provide payments

in the form of a one-time check or instead in the form of reduced withholding.

Would one or another approach lead to increased spending? A one-time stimu-

lus payment has been found to have significantly greater effects in increasing

spending than does an economically equivalent reduction in withholding

(Sahm, Shapiro, and Slemrod, 2011). A potential explanation, with support in

the evidence, involves the importance of salience or visibility. Indeed,

a majority of households did not notice the withholding changes in the relevant

study, and households who found “a small but repeated boost to their pay-

checks” appear to be less likely to use the money for significant purchases.

A similar point applies in the domain of energy efficiency. For many consumers,

the potential savings of energy-efficient products may not be salient at the time of

purchase, even if those savings are significant. The “Energy Paradox” refers to the

fact that some consumers do not purchase energy-efficient products even when it is

clearly in their economic interest to do so (for a general framework, see Farhi and

Gabaix, 2020). Empirical work suggests that nonprice interventions, bymaking the
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effects of energy use more salient, can alter decisions and significantly reduce

electricity use. There is evidence that such interventions can lead to private as well

as public savings (Howarth, Haddad, and Paton, 2000).

A related approach attempts to identify and consider the frame through which

people interpret information. There is evidence that some consumers may not

seriously consider annuities in retirement to insure against longevity risk – the

risk that they will outlive their assets – because they do not fully appreciate the

potential advantages of annuities (Brown, 2007). One hypothesis is that some

people evaluate annuities in an investment frame that focuses narrowly on risk

and return (Brown et al., 2008). Looking through such a frame, consumers focus

on the risk that they could die soon after annuity purchase and lose all of their

money. Some evidence suggests that efforts to shift consumers into

a consumption frame, which focuses on the end result of what they can consume

over time, help consumers appreciate the potential benefits of annuities (Brown

et al., 2008). The goal here is not to suggest a view on any particular approach to

retirement; it is merely to emphasize that the relevant frame can increase salience.

Social Norms, Safety, and Health

Behavioral scientists have emphasized the immense importance of social norms,

which have a significant influence on individual decisions and thus operate as

effective nudges. I have noted that when people learn that they are using more

energy than similarly situated others, their energy use may decline – saving money

while also reducing pollution (Allcott, 2011b). The same point applies to health-

related behavior. It has long been understood that people are more likely to engage

in healthy behavior if they live or work with others who so engage. And if people

are in a social networkwith other people who are obese, they are significantlymore

likely to become obese themselves. The behavior of relevant others can provide

valuable information about sensible or appropriate courses of action. Recall that if

people learn about emerging norms, they are more likely to act in accordance with

them, even if the majority does not yet do so (Sparkman and Walton, 2017).

These points have implications for policy. On October 1, 2009, President

Obama issued an executive order that bans federal employees from texting

while driving. Such steps can help promote a social norm against texting while

driving, thus reducing risks. This same approach – emphasizing social norms –

might be applied in many domains. In the domain of childhood obesity, for

example, a social norm in favor of healthy eating and proper exercise could

produce significant health benefits. Here, as elsewhere, public–private partner-

ships can play a key role, with those in the private sector helping to spur

emerging norms that promote better choices by and for children.
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In particular, the “Let’s Move” initiative, designed to combat obesity,

emphasized such partnerships and featured numerous nudges. First Lady

Michelle Obama collaborated with Walmart to promote healthier choices

(Mulligan, 2011). With respect to nudging, Walmart developed a “healthy

seal” to help consumers to identify healthy choices. In a similar vein, a number

of large food and beverage companies pledged to remove 1.5 trillion calories

from their products by a specific date, in an effort to combat childhood obesity

USAToday (May 21, 2010). Food Giants Pledge to Cut 1.5 Trillion Calories

Out of Products. Retrieved from www.usatoday.com/money/industries/food/

2010-05-17-cutting-calories_N.htm. The relevant steps include reduction of

product sizes and introduction of lower calorie foods. The Food Marketing

Institute and the GroceryManufacturers Association agreed to promote informed

choice through a “Nutrition Keys” label, designed in part to combat childhood

obesity Food Market Institute. (October 27, 2010). Press Release: Food and

Beverage Industry Launches Nutrition Keys, Front-of-Pack Nutrition Labeling

Initiative to Inform Consumers and Combat Obesity. Retrieved from https://

www.fmi.org/newsroom/news-archive/view/2010/10/27/food-beverage-indus

try-announces-front-of-pack-nutrition-labeling-initiative-to-inform-consumers-

and-combat-obesity.

These are simply a few examples of efforts, ongoing all over the world, to use

behavioral insights to promote public health. In the context of the COVID-19

pandemic, such efforts have been widespread. New Zealand repeatedly empha-

sized new norms consistent with protective behavior; something similar can be

said about Australia, Germany, Ireland, and the United Kingdom. In the United

States, Governor Jay Pritzker of Illinois launched an “All in Illinois” campaign

that produced videos featuring celebrities encouraging residents to stay at home.

The basic goal was to establish a new norm. Indeed, some of the successful

responses to the pandemic represented a self-conscious effort to alter norms,

informed by behavioral economics.

5 Mistakes

In Section 3, we saw that people sometimes make important mistakes, in the

sense that their choices do not promote their welfare. Let us now broaden the

viewscreen and address some fundamental questions.

For orientation, consider some hypothetical cases:

1. Sarah Masters recently bought a car. She considered a package with various

safety features, including a camera designed to ensure rear visibility, but she

rejected it; it would have cost $75. Many consumers are making the same

decision that Masters made.
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2. Jerry Lancaster is overweight (and as a result, at heightened risk of getting

diabetes). He would like to diet, but he is not sure exactly how. He goes to

restaurants every day for lunch, and he tends to order high-calorie items. He

is not aware of the caloric content of his orders. Many consumers act as

Lancaster does.

3. PamelaHarston is eligible for theEarned IncomeTaxCredit. She is aware of that

fact. But she is not quite sure how to apply. She is also very busy. She thinks that

shewill apply nextmonth. She has thought that for a long time.Many people are

doing as Harston does: failing to apply for benefits for which they are eligible.

4. Edward Ullner is in his thirties; he is also healthy. In the midst of a pandemic,

very much like the coronavirus pandemic of 2020, he is not especially

worried. He does not believe that he will fall ill, and even if he does, he

does not believe that he will suffer long-term harm. He does not wear

a mask, and he does not stay at home.

In all of these cases, it is at least plausible to think that the relevant agent is

making some kind of mistake – one that will produce serious harm. We could

also believe, certainly in the case of Ullner, that harm to others is involved. But

even if we bracket that possibility, the point remains: Ullner might be endan-

gering his own life, perhaps because of an absence of information, perhaps

because of unrealistic optimism. On welfare grounds, regulators might want to

respond in some way, perhaps with a nudge, perhaps with an economic incen-

tive, perhaps with a ban or a mandate (Farhi and Gabaix, 2020; Conly, 2013).

How should governments think about these issues? Should they be paternal-

istic? In what way and to what extent? I shall make two claims here. The first is

that in light of behavioral findings, regulators should adopt a working presump-

tion in favor of respect for people’s self-regarding choices, but only if those

choices are adequately informed and sufficiently free from behavioral biases

(Le Grand and New, 2015). These are important qualifications, calling for

significant departures from standard economic approaches to welfare analysis.

The second is that the working presumption is itself rebuttable on welfare

grounds. Even if people’s self-regarding choices involve their “direct” judg-

ments (as defined later), regulators should not necessarily respect them. The

particular means that people choose to promote their own ends might make their

lives go less well, by their own account (ibid.). For example, they might die

prematurely, or suffer from serious illness, and what they receive in return might

not (on any plausible account of welfare) be nearly enough. The underlying

reason might involve a lack of information or a behavioral bias, identifiable or

not, in which case intervention can be made consistent with the working

presumption; but the real problem might involve philosophical questions
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about the proper understanding of welfare, and about what it means for people

to have a good life. Still, regulators should proceed with great caution, on the

ground that reasonable people reasonably care about diverse goods, and they

can make reasonable, and different, judgments about how much weight to give

them. This point supports the working presumption and calls for humility in the

face of self-regarding choices, certainly when choosers are sufficiently

informed and sufficiently free from behavioral biases.

These points suggest that behavioral welfare economics, even as used in

applied work and in government circles, must at least implicitly take a stand on

the best understanding of welfare. I do not offer anything like a comprehensive

account in this space, but in brief, I shall argue that

1. purely hedonic accounts, emphasizing pleasure and pain, ignore important

aspects of what people legitimately care about;

2. preference-based accounts, emphasizing people’s choices, pay too little

attention to behavioral biases and also to the ingredients of what is, for

essentially all people, a good human life; and

3. objective-good accounts tend to underplay human diversity, and the hetero-

geneous goods that matter to reasonable people.

The working presumption can be seen as a pragmatic way of accommodating

points (1), (2), and (3). With respect to both theory and practice, it aspires to an

“incompletely theorized agreement” (Sunstein, 2018a): a principle on which

people can converge despite their disagreement or uncertainty about the most

fundamental questions. It will be implicit that economic understandings of

allocative efficiency, while useful and even important, fail to capture anything

like a plausible understanding of welfare (Farhi and Gabaix, 2020).

We have seen that much of behavioral economics, and much of behaviorally

informed analysis of law, focuses on departures from standard accounts of

rationality (see Thaler, 2015 for a clear catalog). Exploring actual behavior, it

seeks to avoid the most contentious normative questions about the relationship

between choice and welfare. Those questions are very far from settled

(Hausman and McPherson, 2009; Sugden, 2018). An illuminating and growing

body of work explores whether and in what sense economists, lawyers, and

others interested in behaviorally informed public policy can continue to insist

on the sovereignty of individual preferences, while also acknowledging behav-

ioral findings (for a highly selective account, see Allcott and Sunstein, 2015;

Allcott and Kessler, 2019; Bernheim and Rangel, 2007, 2009; Bernheim, 2009;

Gul and Pesendorfer, 2004; Farhi and Gabaix, 2020; Gabaix, 2019; Thunstrom,

2019). I shall argue for a degree of humility, captured in the working presump-

tion in favor of respect for people’s informed and behaviorally unbiased
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judgments (Allcott and Sunstein, 2015).1 As we shall see, this presumption can

be disciplined by asking a series of subsidiary questions, and it should be

accompanied by a distinction between “means paternalism” and “ends pater-

nalism,” of special relevance to behaviorally informed law and policy (Le

Grand and New, 2015; Acland, 2018).

Welfare, Sometimes

Do people’s choices promote their welfare? As we saw in Section 3, the best

answer is sometimes. If people lack information, they might choose poorly (Bar-

Gill, 2012). If sellers exploit people’s behavioral biases, consumers’ choices

may go awry (Akerlof and Shiller, 2016; Bar-Gill, 2012). We have seen that

even without self-conscious exploitation of such biases, people may choose

poorly because of limited attention, inertia, present bias (O’Donoghue and

Rabin, 2015), or unrealistic optimism (Farhi and Gabaix, 2020; Gabaix, 2019;

Sarin, 2019), potentially justifying a regulatory response of some kind

(Bar-Gill, 2012; Farhi and Gabaix, 2020; Conly, 2013; Sarin, 2019).

As Section 3 also explained, people maymakemistaken predictions about the

effects of options on their welfare (Sunstein, 2019c). People are susceptible to

supposedly irrelevant factors or “frames” (Keren, 2011; Scholten et al., 2019).

We have seen that in an opt-in system, they might end up in a very different

situation from where they end up in an opt-out system (Jachimowicz et al.,

2019). If so, what is their preference (Goldin, 2015, 2017)?

In addition, people’s preferences may be endogenous to legal rules and social

norms (Mattauch and Hepburn, 2016); whether or not that that is so, preferences

and values may shift over time, and choosers may not appreciate that fact ex

ante (Ullmann-Margalit, 2006; Pettigrew, 2020). People sometimes “choose for

changing selves” (ibid.). An enthusiastic meat eater might come to love salad

and despise meat, in part because of learning, in part because of genuine

preference change. These questions raise serious challenges for efforts to base

law and policy on people’s preferences, or to conduct any kind of welfare

analysis on the basis of preferences. They help explain the growing effort in

multiple fields to investigate subjective well-being, entirely unanchored in

preferences (Dolan, 2014; Kahneman et al., 1997; Schkade and Kahneman,

1998; Adler, 2011; Bronsteen et al., 2013).

Return in this light to the cases of Masters, Lancaster, Harston, and Ullner.

Masters might suffer from a lack of information or unrealistic optimism

1 The presumption could be fortified with reference to the potentially self-interested or malevolent
incentives of those who seek to interfere with people’s judgments. I am bracketing that important
point here.
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(Sunstein, 2019b). Lancaster does not have important information; he might

also have a self-control problem. Harston appears to be a procrastinator. Ullner

lacks information as well; he might well be unrealistically optimistic. In all of

these cases, some kind of regulatory intervention might increase people’s

welfare. If welfare is what we care about, we will not think that regulatory

abstinence is mandatory.

Some of the most careful and illuminating discussions of the underlying issues,

not yet engaged in law and policy, come from by B. Douglas Bernheim (2016),

who begins by noting that “standard welfare economics” associates welfare with

choices. We can understand Bernheim’s work as the best and clearest effort to

rescue the foundations of standard economic theory while acknowledging behav-

ioral findings. (On the important issue of temptation and self-control, Gul and

Pesendorfer [2004] is also particularly valuable.) Bernheim’s work bears directly

on questions in policy and law, such as the legitimate domain of paternalism, and

for that reason, it is worth careful attention here.

Bernheim suggests that standard welfare economics invokes three general

premises (Bernheim, 2016):

Premise 1: Each of us is the best judge of our own well-being.

Premise 2: Our judgments are governed by coherent, stable preferences.

Premise 3: Our preferences guide our choices: when we choose, we seek to

benefit ourselves.

Something like these premises played a central role in the early decades of

economic analysis of law (Posner, 1973), and they continue to play a significant

role today. Bernheim (2016) recognizes that the resulting understanding “may fall

short of a philosophical ideal” but urges that this “should not trouble us exces-

sively,” because it “captures important aspects of well-being and lends itself to

useful implementation.” That is an eminently reasonable claim, but it leaves open

questions and it remains to be specified; in some cases, it might also point in the

wrong directions. Consider, for example, the question of whether a soda tax is

a good idea (Allcott et al., 2019); whether energy efficiency regulations can be

justified as a response to consumer mistakes (Allcott, 2016); whether heavy taxes

on cigarettes might make smokers better off (Gruber andMullainathan, 2005; see

also Farhi and Gabaix, 2020); whether motor vehicle safety regulation might

provide people with “experience goods,” such as rear visibility, and thus improve

their lives by their own lights (Sunstein, 2019b); whether nudges or mandates

might be a good idea in the context of a pandemic (to prevent harm to choosers,

not to others). In these and other cases, falling short of a philosophical ideal might

turn out to be a fatal flaw. Indeed, a significant soda tax seems to be a good idea on

welfare grounds (Allcott et al., 2019).
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And what, exactly, is meant by the claim that the standard understanding

“captures important aspects of well-being”? Perhaps the suggestion, empirical

in nature, is that much of the time and contrary to Section 3, the satisfaction of

people’s preferences does, as a matter of fact, promote their well-being (properly

understood), simply because they know what they like. Bernheim (2016) makes

something like this claim, invoking “the central Cartesian principle that subject-

ive experience is inherently private and not directly observable.” He adds: “We

know how we feel; others can only make educated guesses. These considerations

create a strong presumption in favor of deference to our judgments.”

Bernheim (2016) also makes a separate argument, involving autonomy rather

than welfare: “My views about my life are paramount because it is, after all, my

life.” This is a Kantian idea, suggesting the importance of respect for choosers,

even if they err. People are ends, not means. Writing in this vein, Jeremy

Waldron (2014) urges:

Deeper even than this is a prickly concern about dignity.What becomes of the
self-respect we invest in our own willed actions, flawed and misguided
though they often are, when so many of our choices are manipulated to
promote what someone else sees (perhaps rightly) as our best interest? . . .

I mean dignity in the sense of self-respect, an individual’s awareness of her
own worth as a chooser.

An emphasis on the idea that people are making choices about their lives

might reflect a commitment to respect for dignity and autonomy, not welfare at

all. That form of respect might stand as a decisive objection to paternalism in

policy and law.

These arguments overlap with those in the canonical text on these questions,

On Liberty, where Mill (2002) insisted:

The only purpose for which power can be rightfully exercised over any
member of a civilized community, against his will, is to prevent harm to
others. His own good, either physical or moral, is not a sufficient warrant. He
cannot rightfully be compelled to do or forbear because it will be better for
him to do so, because it will make him happier, because, in the opinion of
others, to do so would be wise, or even right.

Mill offered a number of separate justifications for his famous Harm

Principle, but his most emphatic, and the most relevant here, is epistemic. It is

in the same family as the first of Bernheim’s: choosers are in the best position to

know what is good for them. In Mill’s view, the problem with outsiders,

including government officials, is that they lack the necessary information.

Mill insists that the individual “is the person most interested in his own well-

being,” and the “ordinary man or woman has means of knowledge
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immeasurably surpassing those that can be possessed by any one else.” When

society seeks to overrule the individual’s judgment, it does so on the basis of

“general presumptions,” and these “may be altogether wrong, and even if right,

are as likely as not to be misapplied to individual cases.” If the goal is to ensure

that people’s lives go well, Mill concludes that the best solution is to allow

people to find their own path.

That conclusion is echoed in Hayek’s (2013) suggestion that “the awareness

of our irremediable ignorance of most of what is known to somebody [who is

a chooser] is the chief basis of the argument for liberty.” For Hayek, the key

contrast is between the chooser, who knows a great deal, and the outsiders, who

show “irremediable ignorance,” especially if they are social planners.

Much of the discussion here raises serious objections against these claims

(again see Section 3). Nonetheless, some strands in contemporary behavioral

welfare economics make elaborate and instructive arguments in Hayek’s

direction, suggesting that deference to individual choice is the right

approach, subject to specific qualifications. Bernheim’s emphasis on “the

central Cartesian principle that subjective experience is inherently private

and not directly observable,” and on our unique knowledge of “how we feel,”

fits well with Mill’s claim that the “ordinary man or woman has means of

knowledge immeasurably surpassing those that can be possessed by anyone

else.”When people choose chocolate over vanilla, salmon over tuna, basket-

ball over football, rest over recreation, or spending over saving, they do so

because they know what they like. Outsiders are most unlikely to have that

knowledge.

Once more, we should be cautious here. Return to the cases of Masters,

Lancaster, Harston, and Ullner. It is true that even if people usually have unique

knowledge of “how they feel,” their knowledge on that count may not be perfect

(Wilson, 2004). With respect to how choices will actually affect welfare,

external observers might know far better, especially if the area requires tech-

nical expertise (Bubb and Pildes, 2014). Recall that choosers must solve

a prediction problem; they must decide, at some point in advance of actual

experience, about the effects of one or another option on experience (Kahneman

et al., 1997; Sunstein, 2019b). To solve that problem, knowing “how they feel”

is not enough. At a minimum, they must know “how they will feel,” and they

might not know nearly enough to know that. In many cases, most dramatically

that of a pandemic, the case for a mandate may well turn out to be plausible on

welfare grounds; return to the case of Ullner.

But as a general rule, the claim for the epistemic advantages of choosers is

more than plausible. At the same time, it has taken a real battering from

behavioral findings.
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6 Judgments

Many people are troubled by that apparent battering (Allcott and Sunstein, 2015;

Bernheim and Taubinsky, 2018; Goldin, 2017). Behavioral findings seem to

suggest that “people do not reliably exercise good judgment.” We have seen

that people sometimes make mistakes about what would promote their own well-

being, and in some cases, they are not the best judges of what would do that

(Abaluck and Gruber, 2009, 2013; Afendulis et al., 2015; Bhargava et al., 2015,

2017). If so, Mill’s epistemic argument is severely undermined. For purposes of

law and policy, the door would seem open to paternalism, not only in the form of

nudges but also in the form of mandates and bans (Conly, 2013; Bubb and Pildes,

2014). At least this is so if welfare is our guide.

Means Paternalism

In what might plausibly be taken as an effort to reconstruct and even to rescue

the essentials of standard welfare economics and Mill’s basic account,

Bernheim (2016) responds that “the argument is faulty because it conflates

what I will call direct and indirect judgments.” In this way, Bernheim is

attempting to lay the foundations for choice-oriented methods for welfare

analysis in the presence of behavioral biases. In his account, a direct judg-

ment involves ultimate objectives, or outcomes that people care about for

their own sake. An indirect judgment involves alternatives that lead to those

outcomes. We might understand direct judgments to involve intrinsic goods,

and indirect judgments to involve goods that are instrumental to their

realization.

As an example, Bernheim points to a person, called Norma, who is choosing

between two boxes – a red one containing a pear and a yellow one containing an

apple. She prefers apples, but she chooses the red one, mistakenly ending up

with a pear. This is a welfare-reducing indirect judgment, and Bernheim agrees

that Norma has made a mistake. More broadly: “Behavioral economics and

psychology provide us with ample reason to question certain types of indirect

judgments.” In the face of a mistaken indirect judgment about money, safety, or

health, a response might take the form of mandatory disclosure, or a warning, or

perhaps some other nudge, such as a default rule; in extreme cases, it might

justify a ban (Conly, 2013). But so long as we are speaking only of indirect

judgments, we might insist that we have not departed radically from Mill’s

general framework, amending it only to say that for indirect judgments, his

epistemic argument sometimes fails, perhaps because of reasoning failures of

some kind or another (Le Grand and New, 2015). The cases of Marston,

Lancaster, Harston, and Ullner can be understood in precisely these terms.
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We can linkBernheim’s (2016) argument herewith the suggestion that findings

in behavioral economics justify “means paternalism” but not necessarily “ends

paternalism” (Le Grand and New, 2015; Sunstein, 2014). The basic idea is that

people are sometimes mistaken about how to get to their own preferred destin-

ation. On that view, behaviorally informed interventions increase navigability,

writ very large. A GPS device is a form of means paternalism; it allows drivers to

specify where they want to go (and helps them get there). A default rule,

automatically enrolling people in some program, can be seen as means paternal-

istic insofar as it is thought that (most) people prefer to be enrolled in that program

(but do not enroll because they suffer from inertia; Madrian and O’Shea, 2002).

A nutritional label can be seen as a form of means paternalism insofar as it

improves people’s ability to make their own choices about how to promote their

ends (on the general subject, see Le Grand and New, 2015).

Many efforts to increase navigability, embodying a form ofmeans paternalism,

retain freedom of choice, and so can be seen as broadly compatible with Mill’s

Harm Principle (Sunstein, 2019a). But some do not. A ban on trans fats can be

regarded as a form of means paternalism, at least if we are clear that the ban fits

with, and does not undermine, people’s ends (Conly, 2013). Occupational safety

requirements can be seen in similar terms, even if they override the choices of

unrealistically optimistic workers who would be willing to run the risks that those

requirements eliminate (Akerlof and Dickens, 1982). Recall that when behavioral

research finds that people are making a mistake, we have a behavioral market

failure, in the sense that people’s judgments lead to some kind of welfare loss,

perhaps because of an identifiable behavioral bias (Bar-Gill, 2012; cf. Akerlof and

Shiller, 2016). Much of behavioral law and economics is focused on that problem

(Bar-Gill, 2012; Bubb and Pildes, 2014). As invoked for purposes of law and

policy, behavioral market failures typically involve means paternalism (Le Grand

and New, 2015; Bar-Gill, 2012). To see the underlying issues, let us use

Bernheim’s terminology, distinguishing between direct and indirect judgments.

Does that distinction work? How helpful is it? Insofar as we are dealing with

unambiguously erroneous and unambiguously indirect judgments, and thus

respecting people’s ends, the problem of unjustified paternalism might seem

to be solved. But when, in ordinary practice, are those involved in law or policy

dealing with direct judgments? An initial problem is that if Norma prefers

apples to pears, it is natural to ask whether an indirect judgment is involved

as well. Apples are good, but it would be hard to justify the conclusion that they

are “ultimate objectives, or outcomes that people care about for their own sake.”

(Friendship might be an intrinsic good – not so much apples.) If Norma prefers

apples to pears, it is probably because she thinks that they taste better or perhaps

that they are healthier. But perhaps she is wrong on either or both those counts.
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In other words, her preference for apples is itself an indirect judgment, and she

might be badly mistaken, perhaps because of behavioral bias.

As we have seen, the policy applications are numerous, including policy

responses to unhealthy eating (Rabin, 2013), insufficient savings (Bubb and

Pildes, 2014), and “dark patterns” online (Luguri and Strahilevitz, 2019).

Bernheim (2016) is alert to this point and adds:

Now let us add a wrinkle: assume Norma’s ultimate goal is to achieve certain
mental states (“internal goods”). From that perspective, all consumption
items (“external goods”) are means to ends, and choices among them always
involve indirect judgments. Moreover, just as Norma may misjudge the
contents of a box, she may also misapprehend the relationships between
consumption goods and mental states. However, assuming she is sufficiently
familiar with apples, pears, and bananas to understand the consequences of
eating each, her indirect judgments among open boxes will be correctly
informed, and hence will faithfully reflect her direct judgments.

What is rightly added here is more than a “wrinkle”; it is fundamental to

behaviorally informed law and policy, and also to behavioral welfare econom-

ics. Norma is probably not concerned onlywith internal mental states (she might

well care about price, health, and morality), and as we shall see, this is

a significant point, counting against hedonic accounts of welfare; but when it

comes to food choices, her mental state is almost certainly something that she

cares about. Consumption choices are typically means to ends, and in that sense,

they typically involve indirect judgments.

Moreover, the assumption of sufficient familiaritymight not turn out to hold. For

many choices, people are not sufficiently familiar with the options “to understand

the consequences” of each, and even if they are, they might suffer from some kind

of behavioral bias, such as present bias. Cigarette smoking is an example (Masiero

et al., 2015). In this light, we should add that for Norma’s choice of apples to be

a good measure of her welfare, she must not only be informed (“sufficiently

familiar”) but also free from any such bias. Modifying Mill, we might adopt this

working presumption in favor of an amended version of Premise 1, designed to

orient behavioral welfare economics as applied to law and policy:

Working presumption: Each of us should be taken by outsiders to be the best
judge of our own well-being, to the extent that we are adequately informed
and sufficiently free of behavioral biases.

The working presumption is an effort to build on choice-oriented methods for

welfare analysis, as in Bernheim’s approach, but for two reasons, it is more

cautious. First, it is only a presumption. Second, it does not depend in any way

on a distinction between direct and indirect judgments, or ends and means,
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though it is true that in application, it is usually likely to support interventions in

the interest of means paternalism (Le Grand and New, 2015). Note also the

words “should be taken by outsiders to be,” as distinguished from the more

dogmatic “are”; I return to the difference in the following discussion.

Of course, there are questions about how to operationalize the working

presumption. If we care about welfare, it would make sense to examine what

choices people make when they are actually well-informed; to see what choices

people make when they do not suffer from limited attention and are in a position

to evaluate all relevant facets of an option; to use people’s active choices rather

than passive ones, which may be a product of inertia; and to use otherwise

unbiased choices, such as long-run choices based on a realistic understanding of

facts, rather than biased ones, such as those that reflect present bias or optimistic

bias (Allcott and Sunstein, 2015). Ideas of this kind can be seen as an effort to

draw on a broadly Millian understanding, respectful of private choices, while

also recognizing and giving weight to information deficits and behavioral

biases.2 They might provide a way to discipline behavioral welfare economics

in areas that include savings behavior, decisions with respect to energy-efficient

products, and choices of high-calorie or low-calorie food (Thunstrom, 2019).

By contrast, one of Bernheim’s goals is to insist on respect for direct

judgments. Instead of the working presumption immediately above, he argues

in favor of two premises (Bernheim and Taubinsky, 2018):

Premise A: With respect to matters involving either direct judgment or correctly

informed indirect judgment, each of us is the best arbiter of our own well-being.

Premise B: When we choose, we seek to benefit ourselves by selecting the

alternative that, in our judgment, is most conducive to our well-being.

In defense of Premise A, Bernheim (2016) urges that existing economic

research does not “provide evidence that people exercise poor direct judgment –

for example, that they like certain goods or experiences ‘too much’ and others

‘not enough.’” On the contrary, he maintains, “[t]he occasional objection to

a direct judgment entails nothing more than a difference of opinion between the

analyst and the consumer as to what constitutes a good or fulfilling life.”

Differences of Opinion

The conclusion might be right, but these are strong words – too strong, in my

view, and for three separate reasons. First, they disregard the possibility that

people are genuinely making a mistake about what makes human lives go

2 Akerlof and Shiller (2016) is in the same vein, though it emphasizes the active efforts by sellers to
exploit those deficits and biases, or to “phish for” them.
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well – not because of a mere difference of opinion between the analyst and the

consumer but because that conclusion follows from any reasonable judgment

about what it means for a human life to go well (cf. Acland, 2018). Second,

they take a stand on some contentious philosophical issues about welfare (a

point taken up as follows). Third, they collapse the distinction between two

very different questions: (a) Do people know what they will like, before they

have it? (b) Do people know what they like, when they are having it? Even if

we think the answer to the second question is usually “yes,” we have not

answered the second question.

Repeating the basic claim elsewhere, Bernheim and Taubinsky add: “Thus

there is no objective foundation for overturning the presumption in favor of

a direct judgment and declaring the analyst’s perspective superior” (Bernheim

and Taubinsky, 2018). But the underlying issues are more complicated than that.

It is true that if all we have is a “difference of opinion” between the analyst and

the chooser, we do not, by stipulation, have an “objective foundation” for

favoring the views of the analyst. But what if the analyst has actual data,

suggesting that people’s direct judgment produces large welfare losses

(Levitt, 2016)? What if the analyst has information about what people are likely

to like, and what if that information suggests that people’s ex ante predictions

are incorrect? What if the analyst has an account of what makes for a good or

fulfilling life, not simply an “opinion” (Feldman, 2010)?

7 Theory and Practice

I now offer three general claims. The first is that for behaviorally informed law

and policy, indirect judgments, or judgments about means, really are the coin of

the realm. If we are speaking about inertia, present bias, unrealistic optimism,

probability neglect (Sunstein, 2002), or limited attention, we are almost always

dealing with judgments or decisions that might defeat people’s own ends. And if

we are speaking of default rules, disclosure, reminders, warnings, or uses of

social norms, we are almost always dealing with efforts to encourage people to

choose better means to achieve their own ends. Behavioral welfare economics

typically deals with indirect judgments, and if it embraces paternalism, it is

means paternalism (Le Grand and New, 2015).

The second is that with respect to direct judgments, behavioral welfare

economics, like standard welfare economics, should proceed with humility.

One reason is empirical; another is normative. To say that informed choosers

are the best arbiters of their own welfare is to take a contested stand on how to

think about the very idea of welfare. In the liberal tradition, time-honored

ideas about autonomy and welfare do support a working presumption in
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favor of something like that proposition. But the presumption should be

embraced with caution and with an understanding of what kind of stand it

is taking.

The third claim, and themost ambitious, involves the proper understanding of

welfare. Put too simply, the claim is that each of the three prevailing theories in

philosophical circles – rooted in preferences, subjective well-being, and object-

ive goods (Adler, 2011) – runs into serious problems. As we have seen, people’s

preferences, understood as their ex ante judgments about what to choose, will

not always promote their welfare, simply because they might be inadequately

informed or suffer from some kind of behavioral bias.

At the same time, we should not understand welfare in purely hedonic

terms. People might choose to have a more meaningful life even if they end

up sadder, more scared, or more anxious. They might care mostly about

meaningfulness, not only about happiness or a lack of anxiety. For example,

they might want to help others, especially the vulnerable; they might want to

contribute to science or understanding; they might want to do something that

they consider valuable or that connects with their deepest selves. People might

choose a life that they consider to be better, even if they are more distressed as

a result of choosing that life. These points might be taken to lead us to

objective-good theories of well-being, and across a certain domain, those

theories have considerable appeal. At the same time, what is good for John

might not be good for Jane, and objective-good theories struggle (I suggest) to

take account of heterogeneity.

The working presumption, sketched previously, is not meant to take a stand

on the deepest philosophical questions; my hope is that it can be the outcome

of an incompletely theorized agreement. But I shall try to bring the working

presumption in contact with those questions and to show its appeal on prag-

matic grounds. To simplify a complex story: The working presumption

embodies an understanding that preference-based accounts of welfare must

recognize that people might suffer from insufficient information and behav-

ioral biases. The working presumption also recognizes that purely hedonic

accounts of welfare, or those that focus on pleasures and pains and subjective

well-being, miss the fact that reasonable people reasonably care about things

other than their pleasures and their pains, their moods, their subjective well-

being, or even their experiences. Recall that they might want to live meaning-

ful lives. The working presumption is cautious about objective-good accounts

of welfare, on the grounds that reasonable people choose to live a great

diversity of good lives, but it leaves open the possibility that some lives are

objectively bad or bad on any reasonable account of what matters to people

(Acland, 2018).
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Indirect Judgments Everywhere

As applied to law and policy (Thaler and Sunstein, 2008; Conly, 2013;

Mullainathan and Shafir, 2013),3 almost all of behavioral economics involves

indirect judgments. The bulk of behavioral research involves such judgments as

well (Kling et al., 2012). For example, the choice of one product over another –

say, the Toyota RAV4 over the Toyota RAV4 Hybrid – will almost certainly be

a result of a number of subsidiary judgments: how the preferred vehicle looks,

how it drives, how reliable it will be, how big it is, the storage space, the

purchase price, the anticipated cost of operation, how often one will have to

go to a gas station and refuel. What is the direct judgment here?

We should agree that if a consumer named Susan makes some kind of clear

mistake – she wants a smaller car and wrongly believes that the hybrid model is

bigger – she is like Norma, selecting the wrong box. But suppose that Susan

makes a subtler error: she is insufficiently responsive to fuel savings, in the

sense that she would have saved a lot of money with the RAV4 Hybrid, but

because of present bias, she decided against it (Gillingham et al., 2019). Unless

we introduce other considerations (such as a liquidity constraint), Susan was

mistaken. She was not, in this case, the best judge of her own well-being. Some

kind of intervention would appear to be necessary, perhaps in the form of clear

disclosure of relevant information (if the disclosure works, as it might not, to

overcome present bias).

Perhaps we should say that Susan was not “sufficiently familiar with” the two

kinds of cars “to understand the consequences” of choosing one or the other, and

so her indirect judgment between the two was not “correctly informed, and

hence” did not “faithfully reflect her direct judgments.” Fair enough. But if that

is the case, exactly how much remains of the idea of deference to individual

judgment in cases of genuine or realistic interest to law and public policy?4

A great deal still, perhaps, but a lot less than suggested by standard economic

theory. In many circumstances, people are good indirect choosers, likely better

than anyone else, but when they lack information or suffer from a behavioral

bias, their indirect choices will not be reliable. Whether particular choices fall in

that category is an empirical question.

3 We can understand policy to include some behaviorally informed judgments of private institu-
tions (Laibson, 2018).

4 Recall Bernheim’s acknowledgment of the possibility that “all consumption items (‘external
goods’) are means to ends, and choices among them always involve indirect judgments.” It is true
that some governments impose coercive controls on intimate aspects of people’s lives – as, for
example, by criminalizing same-sex relations – and these controls might, at some point, be
defended on behavioral grounds. But in the institutions that are now using behavioral economics,
indirect judgments are the lay of the land, and the same is true of academic research that finds
mistakes or recommends a behaviorally informed intervention.

49Behavioral Science and Public Policy

terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781108973144
Downloaded from https://www.cambridge.org/core. IP address: 109.252.101.170, on 07 Nov 2020 at 11:03:48, subject to the Cambridge Core

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781108973144
https://www.cambridge.org/core


To broaden the viewscreen, consider how many laws and regulations involve

externalities, and for that reason, much of the welfare analysis need not draw on

behavioral economics; it is conventional. For example, fuel economy regulations

impose costs, which can be calculated (and which are imposed largely on con-

sumers, in the form of higher sticker prices; Bento et al., 2019). Those regulations

also reduce air pollution, including greenhouse gas emissions; monetization is

more challenging here, but standard tools are available to do exactly that

(Greenstone, 2013). To this extent, the welfare analysis should be familiar

(Gayer and Viscusi, 2013). The distinctly behavioral dimension comes from

possible errors on the part of consumers, who may not be giving sufficient weight

to economic savings (from reduced gas usage) and also to time savings (from fewer

visits to the gas station; see the catalog in Gayer and Viscusi, 2013). For behavioral

reasons, consumers may indeed be making errors, which means that they stand to

gain a great deal from fuel economymandates, evenwhen thosemandates override

their choices (for a skeptical view, see ibid.; for a less skeptical view, see Allcott

and Sunstein, 2015).

Consumers can, of course, choose fuel-efficient vehicles if they like. If they

do not, perhaps it is because the less fuel-efficient vehicles are smaller or less

powerful, or because they are inferior along some other dimension. The behav-

ioral question is whether consumers neglect fuel economy because of, for

example, present bias, myopic loss aversion, or limited attention, or instead

consider fuel economy but find it outweighed by other factors. The behavioral

hunch is that present bias or limited attention does play a role, but a hunch is not

evidence. Behavioral welfare economics would carefully investigate the hunch

and consider consumer savings to the extent that the evidence suggests that they

are real. In fact, that is a central, even defining, question in contemporary

regulatory policy, bearing on energy efficiency requirements as well as fuel-

economy regulation (Allcott and Knittel, 2019; Gillingham et al., 2019; Allcott

and Sunstein, 2015; Gayer and Viscusi, 2013).

Defining Direct Judgments

What about people’s direct judgments? Do they deserve deference? When? To

make progress on these questions, we have to know how to identify them, which

means that we have to solve what might be called the level of abstraction problem.

Return to the case ofNorma.We could say that she prefers YellowBox toRedBox,

believing that Yellow Box contains apples; that is clearly an indirect judgment

because she wants an apple, not a pear. But we could also say that what shewants is

a good snack rather than a less-good snack (bracketing the question of what,

exactly, makes a snack good) and that the choice of an apple is an indirect
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judgment. Or we could say that what she wants is a good afternoon, or day, or year,

or life, and the choice of a good snack is instrumental to one of those things.

Suppose that direct judgments are described at the highest level of abstraction –

say, having a good life (without specifying what that means and on the assump-

tion that a good life, properly defined, is intrinsically good). If so, essentially all

real-world judgments are indirect judgments, in the sense that they are meant as

ways of getting a good life. The problem is that if direct judgments are described

at the highest levels of abstraction, and if the claim is that we must respect such

judgments, outsiders (including regulators) are not much constrained even if they

accept that claim. The reason is that outsiders (including regulators) are always, or

almost always, dealing with indirect judgments, so long as direct judgments are

taken at the highest levels of abstraction.

It would be possible to understand direct judgments at a lower level of

abstraction. Choosers make judgments about what kind of day they want to

have or what kind of life they want to lead. They might prefer high-calorie, full-

sugar soda to diet drinks, or pizza to salad, even if they gain weight. They might

like basketball but not football. They might want to devote themselves to family

life. They might want to devote themselves to some cause. They might want to

pursue art or sport. They might want to marry, or not. They might want to get

drunk a fair bit, or not. They might want to live exciting, risk-filled lives, even at

some cost to their health and longevity. Or they might want to live stable, risk-

free lives, if that is the way to increase the number of years they have on the

planet. Which of the resulting judgments is direct, and which is indirect? More

fundamentally, does anything in behavioral science demonstrate that people are

mistaken with respect to these judgments?

That is not the easiest question to answer. It is one thing to insist that people

choose inferior health care plans, given their situations; that they make some

bad food choices (Rabin, 2013), given their overall concerns; or that they do not

purchase fuel-efficient motor vehicles when it would be in their economic

interest to do so (Gillingham et al., 2019). It is quite another to insist that they

choose the wrong sorts of days or lives. Do behavioral economists have

anything to say on that question? If the answer is “yes,” it might be for empirical

reasons, and the problemmay involve ends as well as means (Acland, 2018). As

we saw in Section 3, a body of research in behavioral science points to “hedonic

forecasting errors,” which occur when people make mistaken predictions about

the effects of outcomes or options on their subjective well-being (Gilbert, Gill,

and Wilson, 1998; Gilbert and Wilson, 2000).

We have also seen that because the idea of “hedonic forecasting” is a bit

narrow, we might ask whether people make “welfare forecasting errors” – that

is, whether they make mistaken judgments about what will increase their
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welfare. They might think that their lives will be better if they marry, but they

might be wrong. If so, we might be tempted to say that their judgment was

indirect, which would bring us back to the level of abstraction problem. And if

they are making the wrong choices, it probably must, simply as a logical matter,

be because of a lack of information or some behavioral bias, though we might

not be able to identify it, and though it might not be part of the standard catalog

of behavioral biases (see the long catalog in Pohl, 2016).

8 Welfare

The largest question, of course, is how to define welfare. As noted, the philo-

sophical literature distinguishes among three different theories: preference-

based theories, hedonic theories, and objective-good theories (Adler, 2011).

Economists are drawn to the former. As we have seen, they often speak in terms

of allocative efficiency and some form of cost-benefit analysis, by which they

explore potential Pareto improvements: Do the winners gain more than the

losers lose? In principle, could the winners pay off the losers and leave some

kind of surplus? To answer questions about allocative efficiency, economists

often speak in terms of “willingness to pay.” How much would people pay for

reducing risks? There is an emerging literature on how to take account of

behavioral findings in assessing allocative efficiency (Robinson and Hammitt,

2011; Weimer, 2017, 2020).

But if welfare in a broader sense is what matters, and if respect for preferences

leads to welfare losses, such theories have real problems. If those problems lead

us to embrace hedonic theories, emphasizing subjective well-being, we can make

real progress in understanding the idea of forecasting errors. Recall that people

might think that theywould be happier in California and thereforemove there, but

perhaps they would not be happier at all (Schkade and Kahneman, 1998).5 People

might think that they would be unhappier if they left their current personal

situation, but they might be quite mistaken on that point (Levitt, 2016).

What People Care About

Should we embrace hedonic theories? Many people think so. But such theories

have serious limitations. I have already signaled some of them, but to be more

concrete, consider some cases:

5 Bernheim and Taubinsky (2018) raise a number of objections to reliance on subjective well-being.
As noted, it is right to insist that subjective well-being is not the only thing that people care about;
for example, choosers might sacrifice their subjective well-being for the sake of others, for the
sake of living meaningful lives, or for the sake of moral goals. But the case for relying on choices,
rather than subjective well-being, is not made out by that point. In some contexts, choices really
are an effort to promote subjective well-being, and they go wrong.
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1. John is deeply committed to public service; he wants to make the world

better. He works long hours, and he does not especially enjoy it. His days are

not a great deal of fun. But he does not want to do anything else.

2. Mary is a professional tennis player. She has been playing for most of her

life. To her, tennis is not much fun. But she wants to pursue excellence. She

aims to see how good she can get.

3. Frances is a lawyer. She is excellent at her job. She is an intense person. She

likes winning; she finds it rewarding. But she also finds it stressful. She is not

particularly happy.

These cases reflect what should be an obvious fact, which is that people

care about things other than their hedonic state. To be sure, we could

understand subjective well-being to include an array of values that go beyond

hedonics; a sense of meaning, goodness, devotion, or excellence could be

included in the catalog of what people care about. But if we do that, it is not

clear that we are really speaking of the quality of people’s experiences, which

is often what is meant by subjective well-being. People care about things

other than that quality. They might care about meaningfulness or excellence

for their own sake, and not because they affect the quality of their experi-

ences. They might choose options that do not improve their experiences but

make for a worthier or more meaningful life. (Of course, it is true that

a worthy life or a meaningful life might also have beneficial effects on

people’s experiences.)

It is for that reason that many people, including many economists, are

drawn to preference-based theories, which can claim to take on board

everything that people value, whether or not their experiences are improved.

We have seen that preferences can go terribly wrong, in terms of what people

care about, in the face of a lack of information or behavioral bias. But we can

take that to be a friendly enough amendment to preference-based accounts.

After all, it gives authority to (informed and unpolluted) preferences. As we

have seen, one problem is that preference-based accounts pay too little

attention to behavioral biases; perhaps that problem can be handled with

suitable purification. But there is another problem, which is the risk that such

accounts might pay too little attention to the ingredients of what is, for

essentially all people, a good human life. If so, we might be drawn to

objective-good accounts.

Such accounts take many forms. All of them would question the view that

people’s preferences deserve the kind of authority that many people, including

many economists, would give them. Many philosophers embrace what they call

“perfectionism,” urging that some kinds of lives are simply better than others
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(Hurka, 1996).6 Some liberals are perfectionists; they give pride of place to

a distinctive understanding of freedom (Raz, 1985). Some perfectionists are

Aristotelian, emphasizing Aristotle’s notion of functioning and an understand-

ing of what it means for a human being to be truly human (Foot, 2001;

Nussbaum, 1993, 2000). Marx was a perfectionist (Elster, 1985). Some forms

of perfectionism have religious foundations; consider Aquinas.

On grounds of either autonomy (invoking Kant) or welfare (invoking Mill),

we might want to reject perfectionism (Conly, 2013). But to say the least, these

are complicated normative questions, and nothing in behavioral science,

standard economics, or behavioral economics is equipped to solve them. It

does seem reasonable to say that if preferences are an adaptation to injustice or

acute deprivation, they do not deserve authority (Elster, 1983). In other words,

some preferences do not have standing, a topic on which there is a large

literature (ibid.; Whittington and McRae, 1986). It also seems reasonable to

say that if people’s preferences lead them to have objectively terrible lives,

something has gone wrong. Objectively terrible lives might be painful, brutal,

or short. Perhaps we can say that in such cases, people who choose such lives

are almost certainly suffering from a lack of information or from a behavioral

bias. But perhaps not; perhaps they prefer something that makes their lives

painful, brutal, and short. It is in such cases that objective-good accounts have

force.

This is not the place to try to answer some of the deepest questions. My main

goal is to identify them. As John Rawls wrote in an unpublished manuscript,

“We post a signpost. No deep thinking here; things are bad enough already.” It

makes pragmatic sense to say that across a wide range of choices, people’s

informed and unbiased preferences generally deserve authority because they are

the best available reflection of what people actually care about. An important

qualification arises when people’s preferences lead them in directions that make

their lives go less well (by their own lights). If they care about their ownwelfare,

and if their choices compromise their welfare, there is a problem (Acland,

2018). Another qualification arises when their preferences lead them in the

direction of what is, by any reasonable account, an objectively bad life. Because

the range of objectively good or not-bad lives is (in my view) very wide, we

should much hesitate before bringing that qualification into play. All this is

enough, I hope, to support an incompletely theorized agreement on the working

presumption, in the form of a willingness to embrace it even if we are puzzled or

disagree about the largest questions.

6 For a defense of liberal perfectionism, see Raz (1985); for critiques of perfectionism, see Rawls
(1991) and Conly (2013). For a general account, see Zalta (2017).
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9 Freedom

If we are concerned about human welfare, nudges have significant advantages

over alternative approaches. If libertarian paternalists impose no material costs

on those who seek to go their own way, then such approaches are less vulnerable

to the (reasonable) objections that might be made against mandates and bans.

The growing popularity of nudges attests to a mounting agreement on this point.

Nonetheless, some people think that nudges are too intrusive and that they

create serious risks (Glaeser, 2006). A full response to their objections would

require many pages (Sunstein, 2019a; Sunstein, 2014b); I restrict myself to

some brief remarks here.

Transparency and Manipulation

Mandates and commands are highly visible, and there is a good chance that the

government will be held accountable for them. If public officials require

increases in fuel economy, impose new energy efficiency requirements on

refrigerators, forbid people from riding motorcycles without helmets, or require

them to buckle their seat belts, nothing is mysterious, hidden, or secret. The

prohibitions may or may not be acceptable, but they lack the distinctive vice of

insidiousness. No one is confused or fooled. The government must defend itself

publicly. And if the public defense is perceived as weak, the proposed action

may well crumble. On this count, some people think that nudges do not fare so

well (Glaeser, 2006). Some nudges might seem to be manipulative. Glaeser

(2006) objects:

Hard paternalism generally involves measurable instruments. The public can
observe the size of sin taxes and voters can tell that certain activities have
been outlawed. Rules can be set in advance about how far governments can
go in pursuing their policies of hard paternalism. Effective soft paternalism
must be situation-specific and creative in the language of its message. This
fact makes soft paternalism intrinsically difficult to control and means that it
is, at least on these grounds, more subject to abuse than hard paternalism.

The best response is simple. Nothing should be hidden, and everything

should be transparent (Lades and Delaney, 2020; Le Grand and New, 2015).

Indeed, transparency should be part of a kind of Bill of Rights for nudging

(Sunstein and Reisch, 2019). Nudges should be visible, scrutinized, and moni-

tored. Consider some of the initiatives discussed here: automatic enrollment in

savings, health insurance, and school meal plans; the substitution of the Food

Plate for the Food Pyramid; the revised fuel economy label; efforts to increase

the salience of certain product attributes; and uses of social norms. All of these

initiatives are visible, public, and entirely observable. All were, and remain,
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subject to public scrutiny. None is “intrinsically difficult to control.” In this

light, what is the problem?

Of Easy Reversibility

We have seen that in imposing very low costs, or in failing to impose material

costs, on choices, nudges differ from mandates and bans. Because of the

absence of such costs, nudges appear to be easily reversible, which is a strong

point on their behalf. (I am speaking here of easy reversibility on the part of

those who are nudged; of course, it is true that once a nudge is put in place by

choice architects, it may or may not be easily reversible.)

For example, warnings do not override individual choice, and while they are

not neutral and are meant to steer, people can ignore them if they want. We can

easily imagine, and even find, warnings that are meant to discourage texting

while driving, premarital sex, discrimination on the basis of sex, and gambling.

However powerful, such warnings can be ignored. Those who run cafeterias and

grocery stores might place fruits and vegetables in the front and cigarettes and

fatty foods in the back. Even if so, people can always go to the back. A default

rule in favor of automatic enrollment – in a savings or health insurance plan or

a privacy policy –will greatly affect outcomes and may be decisive for many of

us. But people can always opt out.

Does this mean that so long as a nudge is involved, no one should worry about

paternalism, or indeed about any abuse of authority or power? That would be far

too simple. Even when reversibility is easy in theory, it may prove unlikely in

practice. In part because of the power of System 1, nudges may be decisive.

True, we can search for chocolate candy and cigarettes at the back of the store,

and true, we might opt out of health insurance (perhaps with a simple click) –

but because of the power of inertia, many of us will not do so. The idea of easy

reversibility might, in these circumstances, seem a bit of rhetoric, even a fraud –

comforting, to be sure, but not a realistic response to those who are concerned

about potential errors or bad faith on the part of nudgers.

It would be wrong to suggest that because of easy reversibility, all risks are

eliminated. If people are defaulted into exploitative savings plans (with high

fees and little diversification) or unduly expensive health insurance programs, it

is not enough to say that they can go their own way if they choose to do so. If

a website allows you to opt out of a privacy policy that permits it to track all of

your movements on the Internet, you may say, “Yeah, whatever,” and not alter

the default. In view of the fact that people do not opt out even when it is easy to

do so, a self-interested or malevolent government could easily nudge people in

its preferred directions. If we accept very strong assumptions about the
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likelihood of government mistake and about the likely sense of private choice

(uninfluenced by government), we might be cautious about official nudging – at

least where it is not inevitable.

It remains true, however, that insofar as they maintain freedom of choice,

nudges are less intrusive and less dangerous than mandates and bans. This is so

even if people will exercise that freedom less often than they would if inertia

and procrastination were not powerful forces. It is important to emphasize that

in the face of bad defaults, a number of people will in fact opt out. For example,

a study in the United Kingdom found that most people rejected a savings plan

with an unusually high default contribution rate (12 percent of before-tax

income; Beshears et al., 2010). Only about 25 percent of employees remained

at that rate after a year, whereas about 60 of employees remained at a lower

default contribution rate. A related finding is that workers were not much

affected by a default allocation of a fraction of their tax refund to US savings

bonds, apparently because such workers had definite plans to spend their

refunds (Bronchetti et al., 2011).

The general lesson is that default rules will have a weaker effect, and

potentially no effect, when the relevant population has a strong preference for

a certain outcome. Nudges may fail – and that may well be good news. For that

reason, liberty of choice is a real safeguard. We have seen enough to know that

the freedom to opt out is no panacea. But it is exceedingly important.

Shoves

Some skeptics come from the opposite direction. In their view, nudges are not

enough. Because people err, mandates are both desirable and necessary (Conly,

2013; Bubb and Pildes, 2014). On one view, decades of work in behavioral

science have shown that choosers can go wrong. In this light, it might be asked:

Is it not ironic, or worse, that a principal kind of behaviorally informed

intervention places such a high premium on choice (Bubb and Pildes, 2014)?

Why should behaviorally informed regulators emphasize freedom of choice

when they know that people can err?

It is correct to say that if a mandate would increase social welfare, properly

defined, there is a strong argument on its behalf. That is the test (for nudges as

well as mandates). No one believes that nudges can solve the problem of

violent crime. In the face of a standard market failure, coercion has a standard

justification; consider the problem of air pollution. If people suffer from

unrealistic optimism, limited attention, or a problem of self-control, and if

the result is a serious welfare loss, there is an argument for some kind of

public response, and it might take the form of a subsidy, a tax, or a ban (Farhi

57Behavioral Science and Public Policy

terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781108973144
Downloaded from https://www.cambridge.org/core. IP address: 109.252.101.170, on 07 Nov 2020 at 11:03:48, subject to the Cambridge Core

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781108973144
https://www.cambridge.org/core


and Gabaix, 2020). We could certainly imagine cases in which the best

approach is a mandate or a ban, because that response is preferable, from

the standpoint of social welfare, to any alternative, including nudges. As we

have seen, the best argument for subsidies, taxes, and bans might be behav-

ioral in nature (Conly, 2013).

Nonetheless, there are many reasons to think that if improving social welfare

is the goal, nudges have significant advantages and are often the best approach.

It is a form of rhetoric to say that those who emphasize problems with choice

should not be emphasizing the importance of choice. We might agree, for

example, that people suffer from inertia, and that for that reason, they do not

sign up for important programs and benefits. But if a default rule overcomes

inertia, it is not ironic or paradoxical to think that those who choose to opt out

may well be doing so for good reasons.

More generally, nudges might well have high benefits without high costs, and

in any case, their net benefits may be higher than those of alternative

approaches. Five points are especially important.

First, nudges make sense in the face of heterogeneity, at least in the sense that

they can be preferable to mandates and bans. By allowing people to go their own

way, they reduce the high costs potentially associated with one-size-fits-all

solutions, which mandates often impose. Of course, it is also true that some

nudges, such as default rules, may have disparate effects, some of them negative

and some of them positive (Weimer, 2020; Bernheim et al., 2015). This is

a point in favor of more personalized or targeted nudging. The only point is

that nudges are more flexible than coercion.

Second, those who favor nudges are alert to the important fact that public

officials have limited information and may themselves err (the knowledge

problem). If nudges are based on mistakes, the damage is likely to be less

severe than in the case of mandates, because nudges can be ignored or dis-

missed. Third, nudges respond to the fact that public officials may be improp-

erly affected by the influence of well-organized private groups (the public

choice problem). If so, the fact that people can go their own way provides an

important safeguard, at least when compared with mandates. Fourth, nudges

have the advantage of avoiding the welfare loss that people experience when

they are deprived of the ability to choose. In some cases, that loss might be

severe. Fifth, nudges recognize that freedom of choice can be seen, and often is

seen, as an intrinsic good, which government should respect if it is to treat

people with dignity.

To be sure, these points will have different degrees of force in different

contexts. It is true that in the end, mandates might ultimately turn out to be

justified on welfare grounds. But at least where harm to others is not involved, it
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makes sense to begin with less intrusive, choice-preserving alternatives and

generally to adopt a (rebuttable) presumption in their favor. As we have seen,

nudges are hardly the only tools in the toolbox of the behaviorally informed

policy maker. But if we are trying to protect choosers from their own mistakes,

they deserve pride of place.

10 Paths Forward

For behavioral science, there is a great deal more to learn. I have signaled that

personalized or targeted nudges might be best. They can help those who would

benefit from them and avoid hurting those who would not (Allcott and Kessler,

2019). This is one of the most important areas for welfare analysis in the future.

It is also one of the most important areas for actual practice.

We also need to know much more about when nudges, or other behavior-

ally informed interventions, will have long-term rather than short-term

effects. There is reason to think that default rules will be “sticky”; if people

are automatically enrolled in some program, they might be there for a long

time, possibly forever (Cronqvist et al., 2018). But for some nudges, includ-

ing those that disclose information, the effects might be short-term, unless

people are repeatedly exposed to that information (Allcott and Kessler,

2019). We need to know as well whether some behavioral interventions,

including nudges, will produce compensating behavior or instead beneficial

spillovers – as, for example, when a healthy meal at lunch leads to an

unhealthy meal at dinner, or when a green nudge, with respect to some

activity or behavior, leads to greener choices in other domains (Lanzini

and Thøgersen, 2014).

But let us turn to the most fundamental points. In some cases, people lack

information. In other cases, we can identify a behavioral market failure, in the

sense that people fall prey to an identifiable behavioral bias and their choices

make their lives go worse by their own lights. When this is so, some kind of

corrective response is likely to be a good idea, perhaps in the form of a nudge,

perhaps in the form of a tax, perhaps in the form of a mandate. In a free society,

and notwithstanding the philosophical concerns, it nonetheless makes prag-

matic sense for those involved in law and policy to adopt the working presump-

tion. One more time:

Each of us should be taken to be the best judge of what will promote our own
well-being, to the extent that we are adequately informed and sufficiently free
of behavioral biases.

In practice, that presumption can be disciplined by asking four subsidiary

questions (Allcott and Sunstein, 2015):
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1. What do informed choosers choose?

2. What do active choosers choose?

3. In circumstances in which people are free of (say) present bias or unrealistic

optimism, what do they choose?

4. What do people choose when their viewscreen is broad and they do not suffer

from limited attention?

Some of these subsidiary questions can be answered empirically. Consider,

for example, the question whether and to what extent an absence of information

leads consumers to fail to choose a fuel-efficient motor vehicle. Experiments

might be designed to provide consumers with relevant information and see what

they choose (Allcott and Knittel, 2019). The choices of informed consumers

might be taken as the foundation for analysis. If most consumers make an active

choice to enroll in overdraft protection programs under an opt-in regime, there

is at least some reason to think that such programs are in their interests (Sarin,

2019). (Here I am bracketing the potential benefits of targeted or personalized

programs.) Experiments might also be designed to make the potential economic

savings of (say) energy-efficient light bulbs highly salient, at least potentially

overcoming present bias and limited attention (Allcott and Taubinsky, 2015). If

consumers choose or do not choose such light bulbs in such circumstances, we

will have learned something about what is likely to increase their welfare – not

everything, but something.

In principle, efforts to answer these subsidiary questions should help with

cost-benefit analysis, where it is often challenging to know how to proceed

when behavioral findings seem to cast doubt on standard uses of revealed

preferences.7 Answers to the subsidiary questions might also allow consider-

able room for regulatory interference with indirect judgments; such answers

might well authorize means paternalism, often in the interest of overcoming

reasoning failures or increasing navigability (Le Grand and New, 2015).

With respect to people’s ends, operating at a high level of abstraction, those

who offer the working presumption insist on considerable deference to freedom

of choice. But they recognize that the underlying justifications for the presump-

tion, founded on ideas about autonomy and welfare, cannot avoid taking some

kind of philosophical stand. In some cases, ends paternalism might turn out to

be justified, perhaps by reference to the same errors that justify means paternal-

ism, and with reference to a relatively uncontroversial understanding of welfare,

7 One example is the continuing dispute over the benefits, to consumers, of fuel economy and
energy efficiency requirements (Allcott and Taubinsky, 2015). Another example is the dispute,
also continuing, about how to value reductions in smoking: To what extent do such efforts
improve the welfare of former smokers (Levy et al., 2018)? The framework introduced in Levy
et al. (2018) is highly compatible with the analysis here.
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focusing on what choosers themselves value (see Acland, 2018). Those who

endorse the working presumption defend their position with conviction but also

with humility. Recognizing that large questions can be found in the background

and sometimes the foreground, they hope to achieve an incompletely theorized

agreement on behalf of the presumption: an agreement among those who are

uncertain about the most fundamental issues or who disagree intensely about

how to resolve them.

In the end, we do well to adopt a presumption in favor of freedom of choice,

with an understanding that what most matters is the kinds of lives that people are

able to have, and with an insistence that freedom of choice is an important part

of good lives. At its best, behavioral economics can help us to make freedom of

choice real – and help people live lives that really are better, not least because

they are longer.
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